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Abstract—On a droplet-based Labs-on-Chip (LoC) device, tiny
volumes of fluids, so-called droplets, are flowing in channels
of micrometer scale. The droplets contain chemical/biological
samples that are processed by different modules on the LoC.
In current solutions, an LoC is a single-purpose device that is
designed for a specific application, which limits its flexibility.
In order to realize a multi-purpose system, different modules
are interconnected in a microfluidic network – yielding so-called
Networked LoCs (NLoCs). In NLoCs, the droplets are routed to
the desired modules by exploiting hydrodynamic forces. A well
established topology for NLoCs are ring networks. However, the
addressing schemes provided so far in the literature only allow
to address multiple modules by re-injecting the droplet at the
source every time, which is a very complex task and increases
the risk of ruining the sample. In this work, we address this
issue by revising the design of the network nodes, which include
the modules. A novel configuration allows that the droplet can
undergo processing several times in cascade by different modules
with a single injection. Simulating the trajectory of the droplets
across the network confirmed the validity of our approach.

Index Terms—Droplet-based microfluidics, labs-on-chip, net-
worked labs-on-chip, passive switching and sorting

I. INTRODUCTION

Labs-on-Chips (LoCs) allow for the miniaturization, in-
tegration and automation of chemical and biomedical
procedures [1]. They integrate different laboratory functions
on a single chip and are successfully employed e.g. for DNA
sequencing, cell analysis, organism analysis or drug screen-
ing [2]. Droplet-based microfluidic systems [3] are a promising
platform for the realization of LoCs. In droplet-based microflu-
idics, tiny volumes of fluids, so-called droplets, are controlled
and manipulated. This is achieved by means of two different
approaches: The surface-based approach allows to arbitrarily
move droplets on a planar (open) surface by electrowetting-
on-dielectric [4] or by surface acoustic waves [5]. This offers
high flexibility because the path of the droplet is freely pro-
grammable. However, surface-based approaches suffer from
the evaporation of liquids, the fast degradation of the surface
coatings, its lacking biocompatibility and the complex and
costly fabrication process [2]. In channel-based approaches
(see e.g., [3]), the droplets flow in closed microchannels,
triggered by some external force (e.g., pressure pump) at the
chip boundary. The closed channels allow for an incubation
and storage of liquid assays over a long period of time

and, hence, avoid evaporation and unwanted reactions [2].
However, the channel-based approach lacks in flexibility since
current LoC solutions are designed for a specific application.
To overcome this issue, networking and communication capa-
bilities were added to LoCs [6] – yielding so-called Networked
LoCs (NLoCs). In NLoCs, the droplets are passively routed in
the channel by exploiting hydrodynamic forces that are mainly
determined by the channel geometry only. Thus, NLoCs are a
promising solution for the realization of flexible and biocom-
patible LoCs that can be fabricated at low cost (e.g., using 3D
printers).

A. Review of NLoCs
The idea of NLoCs was, for the first time, introduced
in [6]. Currently, there are two well established topologies
for NLoCs: Ring [6], [7] and bus [8], [9] networks. In such
networks, so-called payload droplets, including chemical or
biological samples, are sent to the network nodes for pro-
cessing. The addressing of the network nodes is accomplished
through sending a so-called header droplet in front of the
payload droplet. Header droplets are only used for signaling
and contain no samples. The address can be either encoded in
the distance between the payload and the header droplet [6] or
in the size of the header droplet [8]. Although, currently, only
ring and bus networks are considered, the addressing scheme
employing header droplets is also applicable for other network
topologies.
A major drawback of the aforementioned addressing scheme
is that a payload droplet can only be sent to a single network
node at a time. If the payload droplet needs to be processed
by multiple nodes, it is re-injected at the source after each
processing step and a new header droplet is generated for
addressing the next node. The re-injection of droplets into the
system is a complex task and increases the risk of ruining the
sample. Thus, this approach is not practical, especially, when
the payload droplets has to be processed by several nodes.

B. Contribution
The aim of this work is to enable NLoC systems to address
multiple nodes with a single injection. The proposed scheme
should especially consider scenarios where a droplet has to
be processed by many nodes. To this end, we are making the
following contributions:



Fig. 1. State-of-the-art microfluidic node (MN(k) is the kth microfludic node).

• We revise the network node by introducing new blocks,
namely a sorter and a delay line.

• We show that the proposed solution is especially suited
when the payload droplet has to be processed by many
nodes (e.g., only one header droplet is required to process
the payload droplet by all nodes except one).

• We validate our approach by evaluating the macroscopic
evolution of the droplets path in the network. This is
accomplished by applying the simulator presented in [10].

II. STATE-OF-THE-ART ADDRESSING SCHEME

In this section, we review, for the sake of completeness, the ad-
dressing scheme for the well established ring network [6], [7].
We consider a ring network with K microfluidic nodes. Each
node (cf. Fig. 1) includes a microfluidic switch and a mi-
crofluidc module. The module performs chemical or biological
operations on the payload droplet and the switch, together
with the header droplet, decides whether the operation is
executed on the payload droplet or not. The switch and its
electrical equivalent circuit are shown in Fig. 21 . It consists
of a T-junction, two asymmetric rectangular channels 1 and 2
and a bypass channel. The hydrodynamic resistance for a
rectangular channel with length L, width w and height h is
given by [7], [10]

R =
αµL

wh3
, (1)

where µ denotes the dynamic viscosity of the carrier fluid.
The dimensionless parameter α can be expressed as

α = 12

[
1− 192h

π5w
tanh

(πw
2h

)]−1

. (2)

We assume that channel 2 is shorter than channel 1, i.e.
L2 < L1 and, thus, channel 2 has a lower hydrodynamic
resistance than channel 1, i.e. R2 < R1. Due to the bypass
channel, the behavior of the switch depends only on the
geometry of channel 1 and 2 [7]. The switch is based on the
principle that a droplet arriving at the T-junction flows into
the channel with the lower hydrodynamic resistance.
The address is encoded in the distance between the payload
and the header droplet. Let’s consider a payload and a header
droplet with a distance of D(k)

HP , arriving at the entrance of
the kth node and thus at the T-junction of the switch. Since
R2 < R1, the header droplet flows into channel 2 towards
the (k+1)th node. Depending on the distance D(k)

HP , we can
distinguish two cases for the payload droplet [7]:

1A good review on this analogy can be found in [11].

Fig. 2. Distance-based switch [7] and the electrical equivalent circuit (MN(k)

denotes the kth microfludic node and MM(k) denotes the microfluidic module
in the kth node).

1) Executing the kth module – D
(k)
HP < L2: The header

droplet is still in channel 2 and increases the hydrody-
namic resistance of channel 2 by RD

2. In order that the
payload droplet flows into channel 1, we must guarantee
that (R2 + RD) > R1 holds. In this case, the payload
droplet flows into the module (channel 1) for processing
and, afterwards, towards the (k+1)th node. To avoid that
subsequent nodes are addressed unintentionally, it must
be ensured that the distance between payload and header
droplet at the outlet of the kth node is sufficiently large.

2) Skipping the kth module – D(k)
HP > L2: Since the header

droplet has already left channel 2, the payload follows
the header droplet into channel 2 towards the (k+1)th
node. Hence, the payload droplet is skipping the module.

The distance between the payload and the header droplet can
be used to address the desired module in the network, which
should process the payload droplet. However, the distance
decreases as the droplets traverse through the switches. To
process the payload droplet by the kth module the distance at
the entrance of the first node must be [7]

βk−1L2 < D
(1)
HP < βkL2 for k > 1, (3)

with β = (L1 + L2)/L1.
However, the addressing scheme described above only allows
to send the payload droplet to one particular module for
processing. If the payload should be processed by multiple
modules, the payload needs to be re-injected at the source and
a new header droplet has to be generated for addressing the
next module. Since the re-injection of droplets is a complex
task, which additionally may ruin the sample, an addressing
scheme that allows to reach multiple modules is required.

III. PROPOSED ADDRESSING SCHEME

In this section, we propose a scheme that allows the payload
droplet to address multiple modules without re-injection and
using a small number of header droplets. The idea is to insert
a header droplet in front of the payload droplet for each
module to be skipped. For the realization of such a scheme

2RD = (µD − µ)(αL)/(wh3), with L, w and h being the length, width
and height of the droplet [10]. The viscosity of the droplet is denoted by µD .



Fig. 3. Proposed microfluidic node and the electrical equivalent circuit (MN(k)

denotes the kth microfludic node) .

we exploit the fact that the distance between the payload
and the header droplet decreases when traversing through the
nodes. If the distance between the payload and the header
droplet is sufficiently large, both droplets flow towards the
module. If the distance between the payload and the header
droplet is below a certain threshold, it must be guaranteed
that the payload droplet skips the module. In the former case
it must be ensured that only the payload droplet reaches the
module, while the header droplet bypasses the module to
avoid undesirable reactions. This can be achieved through
a droplet by size sorter (cf. Appendix A) placed before the
module, assuming that the header and payload droplet size
are properly set, as we will describe later. A network node
which implements the aforementioned functionality and its
electrical equivalent circuit are shown in Fig. 3. The proposed
network node represents an extension of the state-of-the-art
microfluidic node shown in Fig. 1 by a sorter and a delay
line. In the following, we provide a detailed description of the
proposed node and how it can be used for addressing multiple
nodes.
The switch at the entrance of the node is similar to the switch
shown in Fig. 2, but no bypass channel is used. In order to
guarantee that a droplet arriving at the T-junction of the switch
flows into channel 2 towards the sorter, the following condition
must hold:

R1 > R2 + (Rdelay +RV )||(RZ,1 +RZ,2 +Rmod). (4)

A droplet is forced to enter channel 1 (and flows towards the
next node) if a preceding droplet is still in channel 2 and

R1 < RD+R2+(Rdelay +RV )||(RZ,1+RZ,2+Rmod) (5)

Fig. 4. Droplet by size sorter [12] and the electrical equivalent circuit (MM(k),
MSw(k) and DL(k) denote the microfluidic module, the microfluidic switch
and the delay line in the kth microfluidic node, respectively.

is satisfied, where RD denotes the hydrodynamic resistance of
the droplet in channel 2. The delay line adjusts the velocity
of the droplet by changing the hydrodynamic resistance. The
droplet sorter separates the droplets according to its size. We
assume that the header droplet size is greater than the payload
droplet size and thus the sorter forces the payload and header
droplet to flow into the module and the delay line, respectively.
We use the passive sorter proposed in [12], whose layout
and electrical equivalent circuit is shown in Fig. 4. A brief
review on the sorting principle can be found in Appendix A.
A prerequisite for the sorter to work properly is

(Rdelay +RV ) > (RZ,1 +RZ,2 +Rmod). (6)

In order that the payload and the header droplets are sorted
appropriately, their size has to be tuned such that the experi-
enced shear force ratio (SFR) is below or above 1, respectively
(cf. Appendix A). In this way, the header is sorted into the
delay line whereas the payload is sorted into the module.
Let’s consider a payload and a header droplet with a distance
of D(k)

HP , which are arriving at the entrance of the kth node,
and, thus at the T-junction of the switch. Assuming that (4)
is satisfied, the header droplet enters channel 2 and flows
through the sorter and the delay line towards the (k + 1)th
node. Depending on the distance D

(k)
HP , we can distinguish

two cases for the payload droplet [7]:
1) Executing the kth module – D(k)

HP > L2: Since the header
droplet has already left channel 2, the payload droplet
follows the header droplet into channel 2. It flows through
the sorter into the module for processing and afterwards
towards the (k+1)th node. At the outlet of the kth node
the distance between the payload and the header droplet
is reduced by Dexec, i.e. D(k+1)

HP = D
(k)
HP − Dexec, with

Dexec < D
(k)
HP .

2) Skipping the kth module – D
(k)
HP < L2: The payload

droplet enters channel 1 and flows towards the (k + 1)th
node, since the header droplet is still in channel 2 and (5)
is satisfied. In this case it must be ensured that, at the out-
let of the kth node, the header droplet is placed behind the
payload droplet with a sufficiently large distance so that it
does not influence the addressing of the subsequent nodes.



Fig. 5. Droplet sequences when module 1 and 3 are executed and module 2
is skipped (MN(k) denotes the kth microfludic node).

The distance at the outlet of the kth node is reduced by
Dskip, i.e. D(k+1)

HP = D
(k)
HP −Dskip, with Dskip > D

(k)
HP .

The computation of the distance reduction Dexec and Dskip can
be found in Appendix B and depends on the actual realization
of the network node. For skipping multiple modules, multiple
header droplets are inserted in front of the payload. The
distances of the individual header droplets to the payload
droplet indicate which module is skipped. The distance at the
entrance of the first node that is required to skip the kth module
is given by

D
(1)
HkP = kskipDskip + kexecDexec +D∗

2 . (7)

The number of modules which are executed and skipped
before the kth module are denoted by kexec and kskip
(kexec + kskip = (k − 1)) and D∗

2 must be smaller than the
length of channel 2 of the switch, i.e. D∗

2 < L2. Since this
scheme requires only an insertion of a header droplet if a
module is skipped, it is most suitable when the payload droplet
is processed by many modules.
The proposed addressing scheme is now illustrated by means
of an example. Consider a ring network with three nodes. The
required droplet sequence to skip module 2, i.e. to execute
module 1 and 3, is given by a payload droplet and a single
header droplet at distance Dexec+D

∗
2 , i.e. D(1)

H2P = Dexec+D
∗
2 ,

with kskip = 0 and kexec = 1. When the payload and the header
droplet arrive at the first node, the payload is processed by
the module. As the payload and the header droplet traverse
through the first node, their distance is reduced by Dexec. Thus,
the distance between the header and the payload droplet at
the entrance of the second node is D∗

2 < L2. In this case,
the payload skips the module in the second node and the
distance between the payload and header droplet is reduced
by Dskip. After the second node, the header droplet is placed
behind the payload droplet at a distance of Dskip − D∗

2 ,
since Dskip > D∗

2 and, accordingly, will not affect the path
followed by the payload anymore. Consequently, the payload
is correctly processed in the third node. The droplet sequences
at the entrance of the individual nodes are depicted in Fig. 5.

IV. VALIDATION THROUGH SIMULATIONS

We validated the proposed addressing scheme, by evaluating
the macroscopic evolution of the droplets path in a ring net-
work with three nodes. To this end, we applied the event-based
simulator proposed and thoroughly described in [10], which
models the microfluidc network as a time-varying equivalent

Fig. 6. Layout of the network node used for the simulation. The corresponding
channel dimensions are given in Tab. I.

electrical circuit. Note that, since the sorter device was not
originally implemented in the simulator, we added this ele-
ment by associating a vector to the connecting vertex which
stores the main parameters of the wide junction of the sorter,
i.e. w2 and L (cf. Fig. 4). If a droplet arrives at the junction,
these data are used, together with the size of the droplet and
the current flow rates of the channels V and Z, to compute the
SFR experienced by the incoming droplet by using (8) – (10).
Finally, depending on the result, the simulator determines the
path followed by the droplet (channel V if SFR > 1 and
channel Z otherwise).
We have designed the network node such that the dimension
of the channels are suitable for the actual fabrication of
the device and (4) – (6) are satisfied3. The layout and the
corresponding channel dimensions are provided in Fig. 6
and Tab. I, respectively. According to the network design,
the volume of the payload and the header droplet is given
by 1.25 · 10−5 mm3 and 1.625 · 10−4 mm3, respectively. We
chose D∗

2 = 250µm and applied Qin = 10−5 ml/s as flow
rate at the input of the network node. The relation between
the resistances in the electrical equivalent circuit in Fig. 3
and the channel lengths in Fig. 6 is given in Tab. II. For
example, the resistance R1 is derived by applying (1) with
the channel length L1 =

∑3
i=1 L1,i, width w1 and height h.

The resistances were used to compute the distance reduction
Dexec and Dskip between the payload and the header droplet,
when they traverse through the network node (cf. Appendix B).
However, the computation described in Appendix B does not
consider the change of the resistance due to the presence of
droplets – resulting in approximations for Dexec and Dskip.
We used the approximations as initial values to determine the
actual values Dexec and Dskip through simulations – resulting
in Dexec = 3mm and Dskip = 5.25mm.
For the validation of our approach we used the example
described in the previous section4. The payload droplet needs
to be processed by module 1 and 3 and, thus, should skip

3Typically, Rmod is given by the actual realization of the module and the
remaining channel lengths and widths are adjusted that (4) – (6) are satisfied.

4Please note that we successfully validated other examples which are not
covered here due to the lack of space.



TABLE I
CHANNEL DIMENSIONS OF THE NETWORK NODE IN FIG. 6.

Channel lengths L1,1, L1,3 375µm
Channel lengths L1,2, LV,1, Ldelay,2 500µm
Channel lengths L2,1, L2,3, L2,5 100µm
Channel lengths L2,2, L2,4, LZ,2 225µm
Channel lengths Lmod,1, Lmod,3 125µm
Channel length Ldelay,1 200µm
Channel length LZ,1 50µm
Channel length Lmod,2 275µm
Channel length L 75µm
Channel width w1 50µm
Channel width w2 300µm
Channel width wZ 80µm
Channel height h 50µm

TABLE II
RELATION BETWEEN THE RESISTANCES AND THE CHANNEL LENGTHS.

Resistance Channel Length

R1 L1 =
∑3

i=1 L1,i

R2 L2 =
∑5

i=1 L2,i

RV LV

Rdelay Ldelay =
∑2

i=1 Ldelay,i
RZ,1 LZ,1

RZ,2 LZ,2

Rmod Lmod =
∑3

i=1 Lmod,i

module 2. The required droplet sequence contains a payload
droplet and a single header droplet at a distance Dexec +D∗

2 .
We applied this droplet sequence to our network and verified
the desired behavior by observing the trajectory of the droplets
in the network (cf. Fig. 7).

V. CONCLUSIONS

In this work, we presented a scheme for addressing multiple
modules in a microfluidic ring network without complex
payload droplet re-injection and the need of a small number
of header droplets only. To this end, we have proposed a
new network node that allows header droplets to bypass the
module and to skip the processing of the payload droplet by
the module. For each module that a payload droplet has to
skip, a header droplet is inserted in front of the payload at
a specific distance. Thus, the proposed scheme enables ring
networks to process the payload droplet by different modules
with a single injection. We validated our approach through
observing the macroscopic evolution of the droplets path in
the network. As a future work we will evaluate our approach
through experiments.

APPENDIX A
PASSIVE MICROFLUIDIC SORTER

In the following, we briefly describe the principle of the
passive sorter proposed in [12]. The layout and its electrical
equivalent circuit are shown in Fig. 4. The input channel is
connected to a wide junction with the section wZ ×L. The
junction is connected to the channel V (width w1) and the
channel Z, consisting of a wide (width w2) and a narrow
channel (width w1). Since channel Z is shorter than channel V ,

Fig. 7. Screenshots of the droplet evolution in a 3-node ring network, where
the payload droplet is processed by module 1 and 3 and skips module 2.

the hydrodynamic resistance RZ is smaller than RV . Thus, the
flow rate QZ is greater than QV .
The droplet sorting by size works as follows: Whether a
droplet arriving at the junction enters either channel V or Z
depends on the shear force it experiences. If the junction is
symmetric, i.e. w1 = w2, all droplets will enter channel Z,
since QZ > QV . To compensate this effect, the sorter is
designed so that the widths w2 and w1 are different. Since the
shear rate in the channel is inversely proportional to the square
of the channel width, a larger width w2 would reduce the local
shear force exerted by QZ on the droplet. At the same time, a
narrower width w1 would increase the magnitude of the local
shear force exerted by QV on the droplet. The layout of the
droplet sorter with w2 > w1, as depicted in Fig. 4, favors the
droplet to flow into channel V , but the higher flow rate QZ



pushes the droplet to enter channel Z. The tradeoff between
these two effects allows to sort the droplets based on their size.
The compound effect of junction geometry and flow rates is
accounted in the shear force ratio (SFR) between channel V
and Z. The SFR is given by5

SFR = (SRR× PAR)−1 (8)

with the shear rate ratio (SRR) being

SRR ∝ QZ

QV

w2
1

w2
2

(9)

and the projected area ratio (PAR) being

PAR =
r2π − r2/2(2θ − sin(2θ))

r2/2(2θ − sin(2θ))
, (10)

where r is the droplet radius at the junction and θ is the
central angle. It is important to note the SFR depends on the
droplet size through the PAR and, thus, affects the sorting.
According to [12] the droplet is sorted into channel V and Z
if SFR > 1 and SFR < 1, respectively. Thus, large droplets
enter channel V since the SFR they experience is greater
than 1, and, vice versa, small droplets flow into channel Z.

APPENDIX B
DROPLET DELAY COMPUTATION

In this section, we describe the computation of the delay of
the payload and the header droplet when they are flowing
through the proposed microfluidic node shown in Fig. 3. By
applying the current divider rule to the electrical equivalent
circuit shown in Fig. 3, we get6

I1 = Iin
R2 +Rsort

R1 +R2 +Rsort
, (11)

I2 = Iin
R1

R1 +R2 +Rsort
, (12)

Idelay = I2
RZ,1 +RZ,2 +Rmod

Rdelay +RV +RZ,1 +RZ,2 +Rmod
, (13)

Imod = I2
Rdelay +RV

Rdelay +RV +RZ,1 +RZ,2 +Rmod
, (14)

with Rsort = (Rdelay + RV )||(RZ,1 + RZ,2 + Rmod). The re-
sistances are obtained by applying (1) with the corresponding
channel dimensions (cf. Tab. I and II). The velocities of the
droplets in the channels can be computed by [10]

vx =
Qx

w1h
, vmod,1 =

Qmod

w2h
, vmod,2 =

Qmod

w1h
, (15)

with x ∈ {1, 2, delay}. For example, v1 denotes the velocity
of the droplet in channel 1, which is characterized by the
hydrodynamic resistance R1. The channel widths and the

5It is important to note that, in [12], the shear force ratio is defined by
SFR = SRR × PAR. For a symmetric junction, this definition always
results in values greater than 1 – indicating that all droplets are sorted into
channel V . However, in case of a symmetric junction, it is expected that all
droplets flow into channel Z since QZ > QV . Since taking SFR−1 reflects
this behavior, we suppose that the authors just mixed up channel Z and V.

6Note that the following results are approximations, since the change of
the resistance due to droplets in the channel is not considered.

height are given in Tab. I and the flow rates Q can be replaced
by the electrical currents I . Using the velocities of the droplets
and the corresponding channel lengths (cf. Fig. 6, Tab. I and II)
the time it takes for a droplet to flow from point A to B
(cf. Fig. 3) can be determined. The time for the header droplet
flowing through channel 2 of the switch, the sorter and the
delay line can be computed by

TH =
L2

v2
+
LV + Ldelay

vdelay
. (16)

The payload can take two different paths in the network –
depending on the distance to the preceding header droplet. In
case the payload flows through the channel 2 of the switch,
the sorter and the module, the time is given by

TP,exec =
L2

v2
+

LZ,1

vmod,1
+
LZ,2 + Lmod

vmod,2
. (17)

and the delay between the header and the payload droplet can
be expressed as

Dexec = (TH − TP,exec)vout, (18)

with vout = vin = Qin/(w1h). If the payload flows through
channel 1 of the switch, the time is given by

TP,skip =
L1

v1
(19)

and the delay between the header and the payload is given by

Dskip = (TH − TP,skip)vout. (20)
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