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Abstract—Reversible circuits employ a computing paradigm
which is useful in a broad variety of applications. With increasing
interest, also security concerns for those circuits will raise in the
near future. At first glance, reversible circuits seem to be more
secure to IC/IP piracy than conventional circuits since the target
function is usually embedded in the reversible backbone circuit.
This embedding adds ancillary inputs and garbage outputs that
may appear to hide the target function. However, recent work
showed that target function embedding and reversible synthesis
methods leave telltale signs in the reversible circuits which
allow for an easy extraction of the synthesis approach and
the embedded circuit. In this paper, we perform an analysis
of the IC/IP piracy attacks on reversible circuits. We focus
on reversible circuits generated using QMDD- and BDD-based
synthesis approaches as case studies. We show that most of the
target function can be identified using the telltale signs of the
synthesis approach. We then propose a cost-effective input/output
scrambling scheme that wipes out these telltale signs, and thus,
thwarts the considered attacks by adding reversible gates. Those
additional gates yield efficient yet secure reversible circuits.

Index Terms—Reversible logic, IC/IP piracy, Security, BDD-
based synthesis, QMDD-based synthesis, Number of embeddings,
Scrambling scheme.

I. INTRODUCTION

Reversible computing has applications in quantum comput-
ing [1], [2], encoding/decoding devices [3]–[5], low-power
design/adiabatic circuits [6]–[10], and optical computing [11].
Depending on the application, the fabrication processes may
either be significantly different to conventional CMOS (e.g. in
case of quantum computation where the technology is differ-
ent) or similar to it (e.g. in case of encoding/decoding devices
or low-power design/adiabatic circuits where established tech-
nologies are used).

For applications where the fabrication process is similar
to conventional CMOS circuits, similar vulnerabilities will
emerge. This includes Intellectual Property (IP)/Integrated
Circuit (IC) piracy, reverse engineering, Hardware Trojan,
and side-channel analysis [12]–[17]. Although fabricating re-
versible circuits based on those technologies is an on-going
research problem (with a recent accomplishments reported
e.g. in [10], [18]–[22]), its foreseeable impact is the motivation
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behind the study and the analysis of the security vulnerabili-
ties. In fact, the difficulty of detecting malicious circuitry, i.e.
Trojans, which have been inserted into reversible circuits was
recently studied [23]. In this paper, we focus on recovering the
functionality of the reversible circuit by launching an IC/IP
piracy attack on reversible circuits.

At a first glance, reversible circuits appear to be more secure
than conventional circuits because of the way they embed
target functions into a reversible backbone circuit, in which
the core of the reversible circuit is the target function. This
process entails adding ancillary inputs and garbage outputs to
the circuit. Without the knowledge of the ancillary inputs and
garbage outputs, the target function seems to be hidden in the
backbone reversible circuit. However, a recent analysis that
considered IC/IP piracy of reversible circuits has shown that
synthesis approaches leave telltale signs in the circuits, which
enables an attacker to identify the synthesis approach [24],
[25] and then reverse the synthesis process, to recover the
target function.

In this work1, we show how to reverse the synthesis process
to retrieve the ancillary inputs and garbage outputs, and thus,
the embedded function. By this, we show how an attacker
can exploit the telltale signs of a synthesis approach in the
gate level netlist to steal the IP. Furthermore, we propose an
approach that wipes out the telltale signs and, hence, make it
much harder to reverse engineer the function. The proposed
method wipes out the telltale signs by adding reversible gates
post-synthesis, which also target creating more optimization
opportunities using design rules for optimization.

Experimental evaluations confirm the effectiveness of the
proposed attacks and countermeasures in hiding the target
function by wiping out the telltale signs. We shed light on
QMDD- and BDD-based synthesis as examples of functional
and structural synthesis approaches. While our discussion
focuses on these two synthesis approaches, we emphasize that
in a similar fashion telltale signs can be newly obtained for
completely other synthesis approaches as well. We show the
attack results on reversible circuits generated using QMDD-
and BDD-based synthesis approaches before and after apply-
ing the proposed scrambling scheme. Results show that hiding
the target function using additional gates offers an improved
security level with limited hardware overhead.

The remainder of this paper is as follows: Section II
provides the background on reversible logic and synthesis

1A preliminary version of this paper has appeared at IEEE/ACM Interna-
tional Conference On Computer Aided Design in [26].



approaches that generate reversible circuits. The motivation,
the threat model, and the security metric are provided in
Section III. The IC/IP piracy attacks on reversible circuits are
provided in Section IV. The proposed scrambling scheme to
hide the target function of a reversible circuit is described
in Section V. Simulation results in Section VI demonstrate
strength of the attacks and the effectiveness of the proposed
countermeasure in terms of the amount of information leakage,
the number of embeddings, and the hardware cost. Finally, we
conclude the paper in Section VII.

II. BACKGROUND

A. Reversible circuits

A reversible function has an equal number of inputs and
outputs and maps each input to a unique output and vice versa.
A reversible gate is used to build reversible circuits. Each
reversible gate over the inputs X = {x1, . . . , xn} consists of
a (possibly empty) set Ci ⊆ {xj | xj ∈ X} ∪ {xj | xj ∈
X} of positive (xj) and negative (xj) control lines and a set
T ⊂ X \ C of target lines. The Toffoli gate TOF (C, xt) [27]
is a commonly used reversible gate, which consists of a single
target line and positive/negative control lines. The value of the
target line is inverted if all values on the positive (negative)
control lines are set to 1 (0) or if C = ∅. The quantum cost
is used to compute the hardware cost of the reversible circuit.
For |C| positive/negative control lines, the hardware cost of
the Toffoli gate is computed as 2|C|+1 − 3. If the Toffoli gate
is entirely composed of negative control lines the quantum
cost is increased by two [28]2.

Example 1. Fig. 1 shows a 4× 4 reversible circuit composed
of four Toffoli gates. For the input x1x2x3x4 = 0011, the
output 1001 is generated. Since the positive control lines of
the first two gates from the left-side are assigned 1 using this
input, the value of the target line is inverted. However, the third
and the fourth gates keep the value of their target line since
their positive control lines are assigned 0. In this example, the
hardware cost of the reversible circuit is the summation of the
hardware cost of all the Toffoli gates, which is 12.
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Fig. 1. Reversible circuit realizing a full adder.

Since most of the classical functions are non-reversible,
they cannot be realized as reversible circuits. In these cases,
the target function is embedded into a reversible backbone
circuit [31]. Ancillary inputs and garbage outputs, respec-
tively, are utilized for this purpose. These ancillary inputs and
garbage outputs allow for a reversible function which, at the
same time, implements the target function when the ancillary
inputs are set to a specific constant value.

2Note that advanced quantum cost metrics have been proposed e.g. in [29],
[30]. However, for the purpose considered here, the definition from above is
sufficient.

Example 2. Consider a full adder, which is a non-reversible
function. This target function can be realized as reversible
circuit using garbage outputs and ancillary inputs as shown
in Fig. 1. In fact, setting the input x1 to 0 (i.e. making it an
ancillary input) yields the sum on output y2 and the carry-out
on output y1. At the same time, y3 and y4 become garbage
outputs that can be ignored.

B. Reversible synthesis and optimization

A non-reversible function is embedded into a reversible
circuit. This embedding is done either explicitly or implicitly.
Functional synthesis schemes [32], [33] which only accept
reversible functions as input support explicit embedding. In
contrast, structural synthesis schemes [34], [35] accept a non-
reversible function to be synthesized as an input, generate the
reversible circuit during the synthesis, and, by this, embed the
function implicitly. The considerations in this paper hold for
both types of synthesis schemes. As an illustration, we are
focusing on representatives for each scheme:
• QMDD-based synthesis [33] is a functional synthesis

approach. A reversible function, which embeds the target
function, is provided as a permutation matrix and com-
pactly represented by a Quantum Multi-valued Decision
Diagram (QMDD) [36]. The permutation matrix maps
each input combination (column) to a unique output
combination (row). The reversible function is transformed
to the identity matrix by considering one variable (i.e.
circuit line) after another. This corresponds to swapping
columns in the permutation matrix by adding Toffoli
gates into the reversible circuit. While random embedding
can be applied to convert a non-reversible function to
a reversible one, automated embedding scales to large
designs and minimizes the hardware overheard of the
reversible circuits. We consider an efficient embedding
approach [31] to construct the reversible function. In
the proposed embedding, the minimum number of an-
cillary inputs and garbage outputs is added. Then, the
columns of the permutation matrix with functional input
assignment to the ancillary inputs are swapped with other
functional/non-functional columns to form the identity
matrix.

• BDD-based synthesis [34] is an example of a structural
synthesis approach. The target function is represented as
a Binary Decision Diagrams (BDD) [37], in which each
function/sub-function is represented by a node controlled
by input xi and decomposed using Shannon decomposi-
tion

f = xi · fxi=0 + xi · fxi=1,

where a function fxi=0 (fxi=1) is the negative (positive)
co-factor of f obtained by assigning xi to 0 (1). Each
node of the BDD is mapped to a pre-defined reversible
sub-circuit based on the type of the corresponding BDD
node. Fig. 2 shows the pre-defined reversible sub-circuit
for each type of the BDD node. The reversible sub-
circuits are then composed to yield the complete re-
versible circuit.
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Fig. 2. The mapping of different BDD nodes to reversible sub-circuits.

Example 3. Consider the function f = x1x2x3x4 + x1x2x3.
The reversible circuit obtained by QMDD-based synthesis is
shown in Fig. 3. Here, it can be seen how each variable is
realized one after another (variable x5 is first realized in
region 1 and then x1 is realized in region 2). For exam-
ple, the proposed scheme swaps column 11000 with 11001,
and then swaps column 11001 with 01001 (accomplished by
TOF ({x1, x2, x3, x4} , x5) and TOF ({x2, x3, x4, x5} , x1),
respectively). Accordingly, the BDD and the reversible circuit
obtained by BDD-based synthesis are shown in Fig. 4(a)
and 4(b), respectively. Sub-function f1 represents the identity
and, can be realized using the primary input x4. For the sub-
functions f2, f3, and eventually f , mappings of the BDD nodes
can be applied based on Fig. 2 and composed as annotated
in Fig. 4(b) – eventually realizing the overall function.

Fig. 3. Circuit obtained by QMDD-based synthesis.

Post-synthesis optimizations that reduce the cost
of reversible circuits include templates/rules-based
approaches [32], [38] and common control line reduction-
based approaches [39]–[41]. Template matching reveals
structured cascades of positively/negatively controlled Toffoli
gates and map them to smaller optimized reversible sub-
circuits. Template matching considers cascades of Toffoli
gates composed of a different number of lines. As the number
of control lines of Toffoli gates contributes to the hardware
cost, sharing common control line reduces the hardware
cost. The cascades of reversible gates with common control
lines can be optimized by replacing each Toffoli gate in the
cascade, except one that shares the largest number of control
lines with its neighbors, with two copies of a cheaper gate.

(a)

(b)

Fig. 4. (a) BDD of f = x1x2x3x4+x1x2x3. (b) Reversible circuit obtained
by BDD-based synthesis.

III. MOTIVATION,
THREAT MODEL, AND SECURITY METRIC

A. Motivation and threat model

Synthesis of reversible circuits explicitly or implicitly em-
beds the target function into a reversible function. The result-
ing reversible circuit never directly realizes the non-reversible
target function, but naturally hides it by adding ancillary inputs
(for which the respective positions and values have to be
known in order to recover the target function) and the garbage
outputs (for which the respective positions have to be known
to read out the target function). At a first glance, this seems
to make reversible circuits inherently secure to IC/IP piracy
compared to conventional circuits.

To illustrate that, let’s first consider the threat model as-
sumed for this case: Consider an attacker in the foundry who
has access to the gate-level implementation of the reversible
circuit and wants to obtain its functionality. But since gov-
ernment agencies such as the Department of Defense use a
strictly controlled distributed design flow, the attacker does
not have access to the functional input/output of the chip. As
the target function is implicitly or explicitly embedded into
the reversible circuit, the attacker has to first determine the
positions and values of the ancillary inputs and the positions
of the garbage outputs – apparently hiding the target function.

Example 4. Consider the reversible circuit in Fig. 1. From
the attacker perspective, there are many functions embedded
into this reversible circuit. For example, if x1 is the ancillary
input with value 1 and y1 and y2 are the primary outputs,
then y1= x3x4 ⊕ x2(x3 ⊕ x4) and y2= x3 ⊕ x4 ⊕ x2. On the
other hand, if x1 is the ancillary input with value 0 and y1
and y2 are the primary outputs, then y1= x3x4+x2(x3⊕x4)
and y2= x3 ⊕ x4 ⊕ x2.
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Fig. 5. Steps for recovering the target function of a reversible circuit without access to the functional chip. This paper focuses on step 2 of the attack.

We consider IP piracy in which the value of the ancillary
inputs enables identifying the functionality. Without proper
values of the ancillary inputs, none of the reversible chips
will function properly. If the fab overproduces the chips, at a
very small additional cost, and sell them on the black market,
these chips will not function without the value of the ancillary
inputs. This will prevent IC piracy.

We focus on the gate-level of the reversible circuit which
can be obtained from the layout in the case of untrusted
foundry. We keep our analysis generic despite the under-
lying technology. The physical restrictions/characteristics of
reversible computing applications frequently change (such as
CMOS-based realization of reversible circuits [9], followed by
several other realizations including Reversible Quantum-Flux-
Parametron Logic (RQFP) [42] and most recently conditional
reversible circuits [43]), while core concepts (such as relying
on reversible computing) remain. For example, while our
attack can be applied directly to CMOS-based reversible
circuits, the technology of conditional reversible circuits is still
under investigation. Hence, to remain applicable also for these
changes, we focus on the core concepts which are required for
the emerging applications.

Finally, while this threat model is inapplicable to quantum
computing, under different threat modes, the applied synthesis
approach can imply the value of the ancillary inputs and thus,
the Boolean function (oracle) of the quantum circuit.

B. Security metric

In order to recover the target function of a reversible circuit,
an attacker is forced to explore the search space of all possible
non-reversible functions. Hence, we propose the number of
embeddings as the baseline security metric, which depends on
the unknown ancillary inputs and garbage outputs.

A reversible function f can be represented as
f(x1, x2, · · · , xn) = (y1, y2, · · · , yn). Let ki be the
number of inputs that drive an output bit yi but not yp
where 1 ≤ p < i. The number of functions embedded into n
primary outputs circuit is

∏n
i=1(

∑ki

j=0 C(ki, j) × 2j), where
the binomial coefficient C(ki, j) refers to the number of
ways of selecting j (0 ≤ j < ki) un-ordered ancillary inputs
from ki inputs that drive output yi. An upper bound of the
number of all possible non-reversible functions embedded
into an n input/output reversible circuit can be derived as:
# of embeddings ≤ (2n − 1) ×

∏n
i=1(

∑ki

j=0 C(ki, j) × 2j),
where (2n − 1) is the number of all possible sets of the

primary outputs of the target function3. If the location of the
ancillary inputs is known, the upper bound of the number
of embedding will be reduced to 2m × (2n − 1), where m
is the number of ancillary inputs. If the location of both the
ancillary inputs and garbage outputs are known, the upper
bound of the number of embedding will be further reduced
to 2m.

Example 5. Consider the reversible circuit in Fig. 1, in which
k1 = 4, k2 = 0, k3 = 0, k4 = 0 and n = 4. The number
of embeddings is (2n − 1) ×

∏n
i=1(

∑ki

j=0 C(ki, j) × 2j) =
(24−1)×

∏4
i=1(

∑ki

j=0 C(ki, j)×2j)= (24−1)×81 = 1215.

IV. IC/IP PIRACY OF REVERSIBLE CIRCUITS

In order to recover the target function of the reversible
circuit, an attacker should first identify the synthesis approach
that generated the reversible circuit. Next, this information
can be used to reverse the synthesis process (referred as de-
synthesis) to reveal the ancillary inputs as well as the garbage
outputs. This is illustrated in Fig. 5.

Recent studies showed that the embedding and synthesis
methods such as those reviewed in this paper leave telltale
signs [24], [25]. These telltale signs can be mapped to features
that a machine learning scheme can use to identify the
synthesis approach4. Once the synthesis approach has been
identified, the ancillary inputs and the garbage outputs can be
determined and, hence, the target function can be extracted.
This is illustrated by means of the two considered synthesis
approaches:

QMDD-based synthesis: Reversible circuits generated us-
ing QMDD-based synthesis can be partitioned into n regions,
where n is less than or equal to the number of variables in
the circuit. In each region, one unique variable is transformed
to the identity by adding additional Toffoli gates, and thus,
used as either a control or a target line in each gate within the
region. Toffoli gates are inserted to convert a non-reversible
function into a reversible one by swapping functional input
assignment columns with functional/non-functional columns.
In other words, each swap operation is represented by a
Toffoli gate. Thus, the main telltale sign of QMDD-based
synthesis is that the functional assignments to the ancillary
inputs activate the largest number of Toffoli gates. An attacker
can traverse the reversible circuit to generate input patterns that

3One is subtracted to exclude the case where all the output bits are garbage.
4For a detailed discussion refers to [24], [25].



activate each reversible gate. This is analogous to test pattern
generation of input test patterns that activate and propagate
missing target line faults [44]. Next, the attacker analyzes the
test patterns to recover the target function. If the location
of the ancillary inputs is known to the attacker, he/she can
identify the functional assignment of the ancillary inputs by
monitoring the ancillary inputs value in the input patterns
that activate the maximum number of the reversible gates.
Otherwise, the attacker identifies the location of the primary
inputs by extracting the unstable bits in the input patterns that
activate the maximum number of the reversible gates. In other
words, the attacker observes the test patterns with maximum
number of Toffoli gates and identifies the location of the bit
flips (i.e. primary inputs).

Example 6. Consider the reversible circuit of function
f = x1x2x3x4 + x1x2x3 realized by QMDD-based synthesis
as shown in Fig. 3. As discussed before in Example 3, circuits
obtained by QMDD-based synthesis realize one variable after
another using Toffoli gates. The following input patterns
x1x2x3x4x5 = 11000 and x1x2x3x4x5 = 10--0, where - can
be zero or one, activate the maximum number of Toffoli gates.
If the location of the ancillary input x5 is known, the attacker
can easily identify its ancillary value, x5 = 0, and thus, most
of the target function. Thus, the number of embeddings is 22−1
since there are only two potential primary outputs. However,
if the location of the ancillary input is unknown, the attacker
can identify most of the primary inputs by observing the input
bits differences in these patterns. In this example, x2, x3 and
x4 exhibit bit flips in the top input patterns, and thus classified
as primary inputs. The number of embeddings is 12, which is
a function of the number of all possible primary outputs and
ancillary inputs (two possible primary outputs (y1, y5) and
ancillary inputs (x1, x5)5).

BDD-based synthesis: Reversible circuits generated using
BDD-based synthesis can be identified by the respective sub-
circuits used to realize each BDD node as shown in Fig. 2.
One particular telltale sign here is that primary inputs are
never used as target lines – clearly identifying the ancillary
inputs and some of the garbage outputs. In addition, the target
line of a reversible gate that does not control any successor
gate is connected to a primary output. Finally, the type of the
reversible sub-circuit indicates the associated ancillary input
value, which is shown in Fig. 2. Using these telltale signs
the attacker first differentiates between primary and ancillary
inputs and primary and garbage outputs. Next, the attacker
partitions the reversible circuits into sub-circuits. Each sub-
circuit consists of the maximum number of gates that map to
a pre-defined reversible sub-circuit as shown in Fig. 2, which
often determines the associated ancillary input value.

Example 7. Consider again the reversible circuit of function
f = x1x2x3x4 + x1x2x3 realized by BDD-based synthesis as
shown in Fig. 4(b). The primary inputs of the reversible circuit
correspond to control-only variables, which are connected to

5Each potential ancillary input has an expected value (x1 = 1, x5 = 0),
which is obtained from the input pattern with the maximum number of
activated Toffoli gates.

garbage outputs. Thus, x1, x2, x3, and x4 are primary inputs
and the remaining input variables are ancillary inputs, while
y1, y2, y3, and y4 are garbage outputs. The sub-circuit type
indicates the corresponding ancillary input value. Based on
Fig. 2, the first sub-circuit that represents f2 is associated with
ancillary input of value zero (x5 = 0). Similarly, the second,
and third sub-circuits that represent f3 and f are associated
with zero too (x6 = 0, x7 = 0). y7 is primary output while
y5 and y6 are potential primary outputs. Thus, the number of
embeddings is 4, which can be reduced to 1 if we considered
the potential primary outputs as garbage outputs.

V. HIDING THE FUNCTION OF THE CIRCUIT

We have shown that reversible circuits generated using
different synthesis approaches are vulnerable to IC/IP piracy
attacks that reveal the target function of the reversible circuit.
A potential approach to hide the target function of the re-
versible circuit is by adding extra ancillary inputs and garbage
outputs prior to synthesis, which embeds an arbitrary function.
While this approach can partially hide the target function,
the telltale signs of the synthesis approach can identify the
ancillary inputs and garbage outputs added by the synthesis
approach. The extra ancillary inputs and garbage outputs added
to the target function prior to the synthesis approach are
treated as primary inputs and outputs, respectively. Therefore,
although the attacker can identify most of the ancillary inputs
and garbage outputs added by the synthesis approach, the
number of embeddings is larger since every primary input
is a potential ancillary input, and every primary output is
a potential garbage output. That is, adding further ancillary
inputs and garbage outputs increase the complexity of IC/IP
piracy attacks. However, this also comes with a significant
increase in the hardware cost.

Table I and II provide the attack results on reversible
circuits generated using QMDD- and BDD-based synthesis
approaches, respectively, in the presence of extra ancillary
inputs added prior to the synthesis/embedding approach. For
each n input/output reversible circuit in Table I, we created
four variants of the reversible circuit with 0 (original reversible
circuit), 0.5×n, 1×n, and 2×n additional ancillary inputs,
where n is the number of circuit lines of the original reversible
circuit. We report the number of embeddings (#Embeddings),
percentage of primary input leakage (%L_P) and the hardware
cost (Cost) defined in Section II-A. Additional ancillary inputs
significantly inflate the number of embeddings. While an
attacker can not identify most of the primary inputs of the
original reversible circuit, he/she can reveal the ancillary
inputs value for known location of the ancillary inputs, which
necessitates a countermeasure to thwart this attack. However,
input scrambling using additional ancillary inputs leaks more
information about the location of the primary inputs.

We created four variants of the reversible circuits generated
using BDD-based synthesis with 0 (original reversible circuit),
0.1×n, 0.2×n and 0.5×n extra ancillary inputs6 as shown in
Table II. We reduce the ratio of the additional ancillary inputs

6The number of extra ancillary inputs in QMDD- and BDD-based reversible
circuits varies from 1 to 21.



TABLE I
IC/IP PIRACY ATTACKS ON REVERSIBLE CIRCUITS GENERATED USING QMDD-BASED SYNTHESIS WITH ADDITIONAL ANCILLARY INPUTS. %L_P IS THE

PERCENTAGE OF LEAKED PRIMARY INPUTS.

Benchmark Original reversible circuit +Additional Ancillary Inputs
0.5× 1× 2×

%L_P #Embeddings Cost %L_P #Embeddings Cost %L_P #Embeddings Cost %L_P #Embeddings Cost
4mod5 0 192 78 75 1.12E+07 1226 75 4.08E+12 5798 75 9.58E+13 34232
4mod7 0 1.20E+04 646 0 2.66E+18 39114 0 1.44E+24 317998 100 4.12E+44 2179186

C17 0 2.44E+09 1245 0 1.09E+22 36144 80 2.86E+27 187242 40 3.44E+138 41803462
decode-en 0 2.44E+09 750 0 2.11E+16 54899 0 1.09E+22 190790 0 5.66E+55 1465585

cm150 61.9 3.70E+47 6.41E+07 29 9.51E+176 2.76E+09 24 2.37E+285 4.03E+08 24 1.88E+64 2.12E+09

TABLE II
IC/IP PIRACY ATTACKS ON REVERSIBLE CIRCUITS GENERATED USING BDD-BASED SYNTHESIS WITH ADDITIONAL ANCILLARY INPUTS. %L_A

DENOTES THE PERCENTAGE OF LEAKED ANCILLARY INPUTS.

Benchmark Original reversible circuit +Additional Ancillary Inputs
0.1× 0.2× 0.5×

%L_A #Embeddings Cost %L_A #Embeddings Cost %L_A #Embeddings Cost %L_A #Embeddings Cost
4mod7 100 1.00E+00 86 75 844 103 75 844 103 75 1.33E+03 122

5xp 91.3 4.00E+00 254 82.46 3.20E+06 689 77.78 9.80E+06 696 73.91 1.80E+08 707
adr4 100 1.00E+00 74 64.29 3.07E+05 109 60 3.70E+06 233 58.33 3.40E+06 247
alu1 93.8 2.00E+00 139 81.8 1.91E+07 192 83.3 2.87E+07 200 66.7 6.20E+09 218
sqrt 72.7 6.40E+01 240 70.4 2.45E+06 266 71.4 3.71E+06 317 68.8 3.38E+07 320

due to the large number of circuits lines of reversible circuits
generated using BDD-based synthesis. We report the num-
ber of embeddings (#Embeddings), the percentage of leaked
ancillary inputs (%L_A), and the hardware cost (Cost). The
additional ancillary inputs increase the number of embeddings
and the quantum cost while reducing the ancillary input
leakage. In few cases, increasing the number of additional
ancillary inputs also increases the ancillary inputs leakage due
to the random value of the additional ancillary inputs, which
impacts the structure of the BDD, the selected pre-defined
sub-circuits to construct the reversible circuit, and thus, the
ancillary inputs value. We conclude that, while adding new
ancillary inputs prior to the synthesis approach increases the
number of embeddings, most of the ancillary inputs added by
the synthesis approach itself can still be recovered using the
telltale signs of the synthesis approach. In addition, this naive
scrambling scheme results in a significant hardware overhead.

An alternative procedure to thwart IC/IP piracy attacks in a
cost-effective manner without leaking any information about
the ancillary inputs and the garbage outputs is to destroy the
telltale signs of the synthesis approaches while, preserving
the functionality of the circuit. We propose a scrambling
scheme to destroy the telltale signs introduced by the synthesis
approaches making it harder to extract the target function.
Our scrambling proposal adds reversible gates to the circuit
to destroy its telltale signs post-synthesis. Since additional
reversible gates increase the hardware cost, we propose to
use post-synthesis optimization (e.g. in [32], [38]–[41]) to add
reversible gates so that the telltale signs are destroyed and
optimization opportunities are created.

Our proposed scrambling scheme is illustrated in Algo-
rithm 1. The number of telltale signs depends on the synthesis
approach itself, and thus, varies from one synthesis to the
other. These telltale signs are extracted from reversible circuits
generated using the corresponding synthesis approach prior to
the scrambling scheme.

Algorithm 1: The scrambling approach to erase the telltale
signs of the reversible synthesis approach.

Input: Reversible circuit G, telltale signs of the synthesis
approach TS

Output: Modified reversible circuit

Cost(xi) is the hardware cost of the reversible circuit;
#TS(G) is the number of telltale signs of reversible circuit G;

// Reorder reversible gates
for each reversible gate gi do

identify a gate gj that can be swapped with gi+1
7 to

construct a sub-circuit that partially matches a design rule
for optimization

end

// Add non-functional reversible gate for scrambling
for each telltale sign tsi do

for each sub-circuit that is partially optimized do
if (∃ TOF (Ci, ti) : G

′
= TOF (Ci, ti) ∪G) &&

#TS(G
′
) <#TS(G) && Cost(G

′
) <Cost(G) then

G= G
′
;

#TS(G)= #TS(G) -1;
break;

else
end

end
for each of the remaining telltale signs tsi do

for each possible new TOF (Ci, ti) that maintains the
functionality of the target function do

if ( G
′
= TOF (Ci, ti) ∪G) && #TS(G

′
) <#TS(G)

then
G= G

′
;

#TS(G)= #TS(G) -1;
break;

else
end

end
return G;

7A Toffoli gate TOF (Ci, ti) can be swapped with the adjacent Toffoli
gate TOF (Ci+1, ti+1) if ti+1 /∈ Ci, and ti /∈ Ci+1.



We use templates/rules-based [32], [38] and common
control line reduction-based post-synthesis optimization ap-
proaches [39]–[41], which significantly reduce the cost of
reversible circuits generated using BDD- and QMDD-based
synthesis. In templates/rules-based optimization, we reorder
adjacent reversible gates to partially match any optimization
template, while in common control line reduction, we reorder
adjacent reversible gates to increase the number of common
control lines. To remove the telltale signs at minimum cost,
we first target adding reversible gates that either form an
optimization template or share control lines with adjacent
reversible gates.

We customized this generic method to reversible circuits
generated by BDD- and QMDD-based synthesis.

QMDD-based synthesis: Reversible circuits generated us-
ing QMDD-based synthesis consist of Toffoli gates with
large number of control lines. Common control lines can
be exploited by optimization approaches to reduce the hard-
ware cost. We combine common control line reduction and
templates-based optimization with the scrambling scheme as
follows:

1) Reorder reversible gates to maximize the number of
common control lines of adjacent gates, while preserving
the reversible circuit function.

2) Identify the non-functional input patterns that activate the
second largest number of reversible gates. Out of these
patterns balance the non-functional input pattern with
the functional input pattern that activates the maximum
number of reversible gates. This is done by adding
reversible gates which create new optimization oppor-
tunities (templates or common control lines), and thus,
minimize hardware cost.

3) If all the optimization opportunities are exhausted, add
reversible gates that balance a non-functional input pat-
tern with the functional input pattern that activates the
maximum number of gates.

Example 8. Consider the circuits realized by QMDD-based
synthesis shown in Fig. 3. The cost of the QMDD-based re-
versible circuit is 68. To scramble the QMDD-based reversible
circuit, we apply the three steps of our scrambling algorithm.
First, we attempt to reorder reversible gates to maximize
the number of common control lines of adjacent gates. In
this example, gates can not be reordered without violating
the functionality of the design. In the next step, we balance
the non-functional input pattern x1x2x3x4x5 = 11001 with
the functional input patterns x1x2x3x4x5 = 11000 and
x1x2x3x4x5 = 10--00 that activate the maximum number
of Toffoli gates by adding TOF ({x2, x3, x4, x5} , x1) high-
lighted in red color in Fig. 6(a). The selected Toffoli gate
creates a new optimization opportunity. The reversible circuit
after optimization is shown in Fig. 6(b). The hardware cost of
the scrambled reversible circuit is 41.

BDD-based synthesis: While most of the pre-defined re-
versible sub-circuits used by BDD-based synthesis are as-
sociated with unique ancillary input value, there are some
pre-defined reversible sub-circuits that can not determine the
associated ancillary input value. Lets call them universal

(a) (b)
Fig. 6. Scrambling the QMDD-based reversible circuit from Fig. 3: (a)
Balancing functional and non-functional input patterns. (b) Applying post-
synthesis optimization.

sub-circuits. This is illustrated in Fig. 2 in which two pre-
defined sub-circuits in case 4 and 5 have the same structure,
however, they are connected to different values of the ancillary
input. We maximize the number of universal sub-circuits used
in the backbone reversible circuit to prevent recovering the
ancillary inputs value. We also add non-functional pre-defined
reversible sub-circuits to prevent leaking the ancillary inputs
value associated with non-universal sub-circuits. We adapt
our proposed scrambling algorithm for BDD-based reversible
circuits as follows:

1) Reorder the reversible gates to construct more universal
gates, while preserving the reversible circuit function.
Fig. 7 provides two identical sub-circuits– the first one
can uniquely determine the associated ancillary input
value, while the second one is a universal sub-circuit.
According to Fig. 2, the reversible sub-circuit in Fig. 7(a)
consists of two pre-defined sub-circuits, in which the first
sub-circuit from the left determines the ancillary input
value associated with the target line. On the other hand,
the reversible sub-circuit in Fig. 7(b) is mapped to two
different pre-defined sub-circuits. Each has a different
constant value associated with the target line.

2) For 50% of the uniquely identified ancillary inputs, add
non-functional reversible sub-circuits that are associated
with the opposite value of the functional ancillary inputs
according to Fig. 2. These sub-circuits share common
control lines if possible for optimization purpose. The
random selection of the 50% of the uniquely identified
ancillary inputs prevents the attacker from differentiating
between fake and original reversible sub-circuits con-
nected to the ancillary inputs. Therefore, from the attacker
perspective, each pre-defined reversible sub-circuits can
be associated with any ancillary input value. If we add
non-functional pre-defined reversible sub-circuits to all
the ancillary inputs, an attacker can guess the ancillary
inputs value by inverting the one obtained from Fig. 2.

3) For each control-only circuit line x (i.e. primary input),
add a reversible gate in which the target line is also x,
while preserving the functionality of the circuit. Thus,
there are no outputs directly connected to the inputs of
the reversible circuits.

(a) (b)

Fig. 7. Identical reversible sub-circuits (a) and (b).



Example 9. The hardware cost of the reversible circuit
in Fig. 4(b) generated using BDD-based synthesis is 17.
To hide the target function, we first attempt to reorder
reversible gates to construct universal sub-circuits. In this
example, reordering doesn’t create any universal reversible
sub-circuit. Next, we add non-functional pre-defined reversible
sub-circuits to 50% of the ancillary inputs that implies the
opposite value of randomly selected 50% of the ancillary
inputs. These gates should be activated by non-functional
assignment to the ancillary inputs. For ancillary input x5

we add TOF ({x6} , x5), which violates the structure of the
pre-defined reversible sub-circuit in case 3 of Fig. 2. Thus,
TOF ({x4} , x5) and TOF ({x3, x4} , x5) form a universal
sub-circuit after reordering. For ancillary input x6, we add
a pre-defined reversible sub-circuit TOF ({x5} , x6), which
is associated with the opposite value of the ancillary input.
These additional Toffoli gates are highlighted in red color in
Fig. 8(a). The hardware cost of the resulting reversible circuit
is 19. To hide the location of the primary inputs and garbage
outputs of the reversible circuit, we add a Toffoli gate to each
control-only line as shown in Fig. 8(b). The hardware cost of
resulting reversible circuit is 22.

Even if an attacker has a prior knowledge of the location
of the ancillary inputs of the reversible circuit, the proposed
scrambling scheme hides the value of the ancillary inputs.

(a)

(b)
Fig. 8. Scrambling the BDD-based reversible circuit from Fig. 4(b): (a)
Adding fake pre-defined sub-circuit. (b) Reordering Toffoli gates and hiding
the location of the primary inputs and garbage outputs.

VI. SIMULATION RESULTS

We evaluate the strength of the IC/IP piracy attacks and the
effectiveness of our proposed countermeasure. First, we launch
IC/IP piracy attacks on reversible circuits generated using
QMDD- and BDD-based synthesis approaches. We report the
number of embeddings and the amount of information leakage
(ancillary/primary inputs) to evaluate the difficulty of the
attack. Next, we show the effectiveness of our proposed coun-
termeasure by launching IC/IP piracy attacks on scrambled
reversible circuits. We implemented the scrambling scheme
and checked its potency in wiping out the telltale signs of the

synthesis algorithms in the resulting reversible circuits. We use
templates- [32] and common control line reduction-based [39]
optimization approaches. We calculated how likely it is for an
attacker to locate the ancillary inputs and the garbage outputs
and identify the value of the ancillary inputs, which are used
to compute the number of embeddings. We also computed
the hardware overhead of the proposed scrambling scheme.
Furthermore, we calculated the run time of the proposed
scrambling scheme. As for benchmarks, we use circuits from
RevLib realized using QMDD- and BDD-based synthesis [45].
We present the results of both synthesis approaches. Finally,
we provide a comparison of the scrambling scheme with the
approach based on adding extra ancillary inputs.

A. IC/IP piracy attacks

The attack results on QMDD- and BDD-based reversible
circuits are summarized in Table III and IV, respectively. In
each table, the first column identifies the benchmark. Columns
2-4 provide the number of circuit lines, garbage outputs, and
ancillary inputs, of reversible circuits synthesized using the
corresponding synthesis approach. Column five refers to the
hardware cost of the reversible circuit defined in Section II-A.
Columns 6-7 provide percentage of leaked garbage outputs
and the number of emebeddings for the base-case prior to the
IC/IP piracy attack.

For QMDD-based reversible circuits, columns 8 and 9 of
Table III provide the percentage of leaked primary inputs
and the number of embeddings, respectively, after running the
IC/IP piracy attack. The attacker tries to learn the location of
the primary inputs and outputs and the value of the ancillary
inputs to recover the target function. We use a naive test
pattern generation algorithm [44] to generate test patterns that
detect the maximum number of missing target line faults.
On average, the attacker can identify 10.5% of the primary
inputs, which can be increased if an advanced test pattern
generation algorithm using SAT-solver [44] is applied. The
attack results indicate that if the location of the ancillary inputs
is unknown to the attacker, it is difficult to recover the target
function. However, if the location of the ancillary inputs of
the reversible circuit is known, the attacker can recover the
their value. For 131 benchmarks, the ancillary inputs of 94%
(i.e.125-out-of-131) of the reversible circuits are recovered,
while the ancillary inputs of the remaining reversible circuits
are partially recovered. Thus, the attacker can recover most
of the target function. In this case, the number of embeddings
primarily depends on the number of potential primary outputs.

For BDD-based reversible circuits, column 8-10 of Table IV
provide the percentage of leaked ancillary inputs, number of
embeddings, and the number of reduced embeddings after run-
ning IC/IP piracy attack. On average, the attacker can recover
81.6% ancillary inputs and 33.9% of the garbage outputs that
are directly connected to the inputs. Thus, the resulting number
of embeddings is significantly reduced. Experimental results
showed that primary outputs that satisfy the second telltale
sign of the BDD-based synthesis approach in section IV are the
only primary outputs of the reversible circuit. In other words,
the output of sub-circuits that are connected to the reversible



circuit outputs and control other reversible sub-circuits are
considered as garbage outputs. Therefore, the reduced number
of embeddings considers only primary outputs that satisfy the
second telltale signs of BDD-based reversible circuits.

B. Scrambling-based countermeasure
Table III and IV also summarize the attack results on

QMDD- and BDD-based reversible circuits, respectively, after
applying our proposed scrambling scheme. In each table,
the last three columns (#Embeddings, Cost, and Scrambling
run_time), indicate the number of embeddings, the percentage
of hardware overhead of the proposed countermeasure (Cost↑),
and the run time of the scrambling scheme, respectively. The
increase in the hardware cost is computed as follows:

Cost ↑= 100× (cost of scrambled ckt− cost of original ckt)

(cost of original ckt)
.

The attackers can not identify the primary inputs and outputs
of the scrambled QMDD-based reversible circuits. According
to the telltale signs of QMDD-based reversible circuits, an
input is classified as a primary input if the maximum number
of Toffoli gates is activated by all of its possible values. In
addition, an output is considered as a garbage output when it is
directly connect to the input. In the presence of the scrambling
scheme, both primary inputs and ancillary inputs exhibit bit
flips. The attacker can not differentiate between primary and
ancillary inputs, in which functional and non-functional input
patterns activate the maximum number of Toffoli gates. As
a result, to compute the number of embeddings, every input
is considered as a potential ancillary input. If the additional
Toffoli gates does not reduce the percentage of leaked garbage
outputs, the number of embeddings of a scrambled reversible
circuit will be equal to the corresponding one prior to the
IC/IP piracy attack (basic). Since most of the QMDD-based
reversible circuits leak 0% of the garbage outputs as shown
in Table III, the number of embeddings prior to the IC/IP
piracy attack is mostly equal to the corresponding one after
applying the proposed countermeasure. Even if the attacker
knows the location of the ancillary inputs, he/she leaks 0%
of the ancillary inputs due to the additional Toffoli gates
that balance the maximum number of reversible gates for
both functional and non-functional assignments to the ancillary
inputs. In this case, the number of embeddings is a function
of the number of all possible values of the ancillary inputs
and locations of the garbage outputs. To hide the telltale signs
of QMDD-based reversible circuits, on average, 0.2% extra
hardware cost has to be expended. Optimization opportunities
are created by reordering Toffoli gates. Moreover, few Toffoli
gates are required to balance the maximum number of gates
that are activated by functional and non-functional ancillary
inputs assignments.

In the presence of the scrambling scheme for BDD-based
reversible circuits, primary inputs are misclassified as ancil-
lary inputs and garbage outputs are misclassified as primary
outputs based on the telltale signs of the BDD-based synthesis
approach. Similar to QMDD-based reversible circuits, the
attacker can not locate the ancillary inputs. In addition, the
scrambling scheme connects each ancillary input with either

a universal, a fake (50%), or an original sub-circuit. There-
fore, the attacker can recover at most 50% of the ancillary
inputs value without knowing the location of the ancillary
inputs and garbage outputs. The attacker can not recover the
primary inputs and the the garbage outputs (%L_P = 0
and %G = 0). From the attacker perspective every input
behaves as an ancillary input and every output behaves as a
primary output. Therefore, the number of embeddings, which
is a function of the number of all possible ancillary inputs
and primary outputs of the reversible circuit, is very large at
the expense of, on average, 12.7% increase in the hardware
cost as illustrated in Table. IV. The hardware overhead can
be reduced by exploiting the trade-off between the number
of embeddings and the hardware cost. This can be done by
hiding the location of a subset of the primary inputs in step 3
of the countermeasure instead of considering all the primary
inputs. In addition, we observe that for reversible circuits with
a large number of lines, the increase in the hardware cost is in
the range of 3% to 10%. In other words, for larger reversible
circuits, it is expected that the hardware overhead will be
smaller. Moreover, the cost of adding Toffoli gates to the
primary inputs to hide their location is much smaller compared
to the cost of hiding ancillary inputs value. For example,
alu2 reversible circuit has the minimum hardware overhead
(2.9%), the maximum number of embeddings (13.5E+2602),
and a large number of primary inputs (10). However, reversible
circuit mlp4, which leaks more ancillary inputs values prior to
the countermeasure, but has smaller number of primary inputs
(8), requires more hardware overhead (10.2%) to scramble
the reversible circuit. Finally, we observe that the number
of embeddings after applying the proposed countermeasure is
significantly higher than the one in the base-case prior to the
IC/IP piracy attack, which is due to outputs scrambling. An
attacker can no longer recover any garbage output.

The run time of the scrambling scheme applied to QMDD-
and BDD-based reversible circuits is a fraction of seconds, on
average, which is a small number and primarily depends on
the number of gates (O(N2), where N is the number of gates).
Despite that, the run time of the scrambling scheme applied to
QMDD-based reversible circuits is slightly higher than BDD-
based reversible circuits due to the large number of reversible
gates in QMDD-based reversible circuits.

Table V and VI provide a comparison between adding extra
ancillary inputs and the scrambling countermeasures, respec-
tively, in terms of the number of embeddings, the hardware
cost, and the amount of information leakage. In Table V( VI),
Red. L_P (Red. A_P), # Embeddings, and Red. Cost, refer to
the percentage of leaked primary inputs (ancillary inputs), the
number of embedding, and the percentage of hardware cost
reduction, respectively, of the scrambling approach applied to
QMDD- (BDD-)based reversible circuits compared to adding
extra ancillary inputs. For example, the number of embed-
dings of 4mod7 scrambled reversible circuit generated using
QMDD-based synthesis is 1.9 multiplied by the number of
embeddings when 0.1 x additional ancillary inputs are added
prior to the synthesis approach as shown in Table V. While the
number of embeddings after applying the scrambling approach
to QMDD-based reversible circuits is less than the number



TABLE III
SCRAMBLING USING ADDITIONAL REVERSIBLE GATES FOR REVERSIBLE CIRCUITS GENERATED USING QMDD-BASED SYNTHESIS.

Benchmark # Cost Basic Attack without scrambling Attack with scrambling Scrambling
I/O G A %G #Embeddings %L_P #Embeddings #Embeddings Cost ↑ run_time(s)

4mod5 5 4 1 8.00E+01 75 3.60E+05 0 1.90E+02 2.10E+07 3.80E-02 0.001
4mod7 5 2 1 6.40E+02 50 2.10E+07 0 1.20E+04 3.90E+08 4.70E-03 0.002

adr4 9 4 1 2.30E+05 0 1.50E+24 100 1.80E+16 1.50E+24 4.40E-06 0.088
alu1 18 10 6 5.90E+08 0 1.00E+87 0 7.80E+56 1.00E+87 1.40E-08 3.193
alu2 14 8 4 2.40E+07 0 2.00E+54 0 6.60E+35 2.00E+54 5.00E-07 1.071
alu3 14 6 4 1.60E+07 0 2.00E+54 0 6.60E+35 2.00E+54 4.90E-07 0.833

C7552 20 4 15 6.80E+07 0 1.60E+106 0 1.70E+69 1.60E+106 1.60E-07 0.025
clip 11 6 2 1.70E+06 0 6.30E+34 0 1.50E+23 6.30E+34 3.00E-06 0.339

cm150 22 21 1 6.40E+07 9.5 4.10E+121 61.9 3.70E+47 1.20E+122 6.20E-08 0.168
cm42 13 3 9 1.90E+05 0 2.10E+47 0 2.00E+31 2.10E+47 4.70E-05 0.009
cm82 6 3 1 2.80E+03 0 6.00E+11 0 1.30E+08 6.00E+11 1.10E-03 0.013
cm85 13 10 2 1.40E+06 10 2.40E+46 0 2.50E+30 2.10E+47 5.80E-06 0.078
cmb 20 16 4 3.10E+08 6.3 2.30E+103 0 1.10E+68 3.80E+102 6.50E-09 1.184
con1 8 6 1 9.60E+03 0 3.70E+19 14.3 1.70E+13 3.70E+19 1.00E-04 0.021
dc1 10 3 6 2.20E+04 0 1.80E+29 0 3.70E+19 1.80E+29 4.10E-04 0.018

dk17 19 8 9 1.40E+09 0 2.40E+96 0 8.20E+62 2.40E+96 1.60E-08 7.245
example2 14 8 4 2.40E+07 0 2.00E+54 0 6.60E+35 2.00E+54 5.00E-07 1.142

mlp4 13 5 5 5.00E+06 0 2.10E+47 0 2.00E+31 2.10E+47 4.60E-06 0.162
sqrt8 9 5 1 2.00E+04 40 4.90E+23 25 1.40E+11 4.90E+23 5.10E-05 0.018

squar5 9 1 4 2.10E+04 0 1.50E+24 0 1.80E+16 1.50E+24 1.40E-04 0.021
sym9 10 9 1 2.70E+05 0 1.80E+29 0 3.70E+19 1.80E+29 1.80E-05 0.030

x2 16 9 6 1.40E+07 0 5.10E+69 30 1.40E+45 5.10E+69 5.00E-07 0.286

of embeddings when extra ancillary inputs are added, there
is a very large reduction in the hardware cost of scrambled
QMDD-based reversible circuits and the location of all their
primary inputs are hidden.

VII. CONCLUSION

In this paper, we analyze IC/IP piracy attacks on reversible
circuits. We focus on non-reversible functions embedded into
reversible circuits. We use the number of embeddings as a
security metric to evaluate the difficulty of extracting the target
function. We propose IC/IP piracy attacks on reversible circuits
generated using QMDD- and BDD-based synthesis approaches
as case studies. We also propose a scrambling-based defense
to thwart the IC/IP piracy attacks on reversible circuits by
adding reversible gates after the synthesis step to erase the
telltale signs of the synthesis approach of the reversible circuit.
Experimental results show that the proposed countermeasure
hides the location of the ancillary inputs and garbage outputs
in addition to the value of the ancillary inputs at the expense
of limited hardware overhead.
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TABLE IV
SCRAMBLING USING ADDITIONAL REVERSIBLE GATES FOR REVERSIBLE CIRCUITS GENERATED USING BDD-BASED SYNTHESIS.

Benchmark # Cost Basic Attack without scrambling Attack with scrambling Scrambling

I/O G A %G #Embeddings %L_A #Embeddings #Reduced
Embeddings #Embeddings Cost ↑. run_time(s)

4mod7 12 10 8 86 40 1.40E+08 100 3.20E+01 1.00E+00 4.20E+34 14 0.002
5xp1 30 20 23 254 30 3.50E+21 91.3 6.60E+04 4.00E+00 9.20E+218 8.3 0.003
adr4 16 11 8 74 72.7 1.10E+10 100 8.00E+00 1.00E+00 1.90E+68 21.6 0.001
alu1 28 20 16 139 60 1.50E+18 93.8 5.10E+02 2.00E+00 1.70E+179 13.7 0.003
alu2 105 99 95 1436 10.1 2.70E+76 89.5 6.30E+29 1.00E+03 3.5E+2602 2.9 0.056
alu3 66 58 56 644 17.2 2.20E+48 76.8 2.30E+18 8.20E+03 3.1E+1049 5.3 0.009
apla 103 91 93 1002 11 1.40E+77 82.8 1.60E+29 6.60E+04 6.0E+2323 4.4 0.025

C7552 35 19 30 202 26.3 5.40E+25 50 5.40E+08 3.30E+04 5.70E+245 6.9 0.002
clip 66 61 57 704 14.8 4.50E+48 78.9 1.80E+19 4.10E+03 6.5E+990 4.7 0.009

cm150 37 36 16 186 58.3 3.00E+22 0 2.20E+09 6.60E+04 3.6E+346 11.3 0.001
cm42 22 12 18 117 33.3 8.20E+15 50 1.30E+05 5.10E+02 1.80E+87 8.5 0.001
cm82 13 10 8 82 50 4.10E+08 100 3.20E+01 1.00E+00 3.30E+43 18.3 0.012
cm85 36 33 25 275 33.3 5.00E+24 56 8.60E+09 2.00E+03 6.4E+313 14.2 0.014
cmb 43 40 27 158 40 4.40E+28 100 1.70E+07 1.00E+00 4.7E+435 60.8 0.009
co14 27 26 13 159 53.8 6.30E+16 100 4.10E+03 1.00E+00 3.20E+177 11.9 0.002
con1 16 14 9 96 50 2.20E+10 77.8 5.10E+02 4.00E+00 5.10E+69 17.7 0.005
dc1 20 13 16 160 30.8 2.30E+14 87.5 2.00E+03 4.00E+00 3.70E+88 15 0.002

decod 35 19 30 202 26.3 5.40E+25 50 5.40E+08 3.30E+04 3.90E+280 16.3 0.009
dist 79 74 71 975 10.8 1.20E+59 100 7.40E+19 1.00E+00 6.1E+1519 12.1 0.018

dk17 58 47 48 426 21.3 1.30E+42 77.1 2.80E+14 2.00E+03 6.2E+698 7 0.006
f2 16 12 12 113 33.3 1.80E+11 58.3 8.20E+03 3.20E+01 7.70E+65 9.7 0.015

mlp4 103 95 95 1158 8.4 5.50E+77 94.7 5.00E+27 3.20E+01 1.0E+2311 10.2 0.028
sqn 40 37 33 426 18.9 1.00E+29 69.7 1.10E+12 1.00E+03 1.6E+384 13.1 0.004

sqrt8 30 26 22 240 30.8 8.60E+20 72.7 1.70E+07 6.40E+01 3.40E+217 9.6 0.024

TABLE V
SECURITY AND COST ENHANCEMENT OF THE PROPOSED SCRAMBLING APPROACH APPLIED TO QMDD-BASED REVERSIBLE CIRCUITS WITH RESPECT TO

ADDING ANCILLARY INPUTS COUNTERMEASURE.

Benchmark
+Additional Ancillary Inputs

0.5× 1× 2×
%Red. L_P #Embeddings % Red. Cost %Red. L_P #Embeddings % Red. Cost %Red. L_P #Embeddings % Red. Cost

4mod5 100 1.9x 92.9 100 5.1E-06x 98.5 100 2.2E-07x 99.7
4mod7 0 1.5E-10x 98.3 0 2.7E-16x 99.8 100 9.5E-37x 99.97

C17 0 5.5E-11x 96.5 100 2.1E-16x 99.3 100 1.7E-127x 99.997
decode-en 0 2.8E-05x 98.6 0 5.5E-11x 99.6 0 1.1E-44x 99.9

cm150 100 1.2E-57x 97.7 100 4.6E-166x 84.1 100 5.9E+55x 97

TABLE VI
SECURITY AND COST ENHANCEMENT OF THE PROPOSED SCRAMBLING APPROACH APPLIED TO BDD-BASED REVERSIBLE CIRCUITS WITH RESPECT TO

ADDING ANCILLARY INPUTS COUNTERMEASURE.

Benchmark
+Additional Ancillary Inputs

0.1× 0.2× 0.5×
%Red. L_A #Embeddings % Red. Cost %Red. L_A #Embeddings % Red. Cost %Red. L_A #Embeddings % Red. Cost

4mod7 100 5.0E+31 x 4.8 100 5.0E+31x 4.8E+00 100 3.2E+31x 19.6
5xp 100 2.9E+212x 60.1 100 9.4E+211x 6.0E+01 100 5.1E+210x 61.1
adr4 100 6.2E+62x 17.4 100 5.1E+61x 6.1E+01 100 5.6E+61x 63.6
clip 100 1.4E+211x 1.1 100 9.2E+210x 1.7E+01 100 1.0E+210x 17.8
alu1 100 8.9E+171x 17.7 100 5.9E+171x 2.1E+01 100 2.7E+169x 27.5
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