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Abstract—Quantum computers are becoming a reality today
due to the rapid progress made by researchers in the last years.
In the process of building quantum computers, IBM has devel-
oped several versions—starting from 5-qubit architectures like
IBM QX2 and IBM QX4 to larger 16- or 20-qubit architectures.
These architectures support arbitrary rotations of a single qubit
and a controlled negation (CNOT) involving two qubits. The two
qubit operations come with added coupling-map restrictions that
only allow specific physical qubits to be the control and target
qubits of the operation. In order to execute a quantum circuit on
the IBM QX architecture, CNOT gates must satisfy the so-called
coupling constraints of the architecture.

Previous works addressed this issue with the objective of
reducing the number of gates and the circuit depth. However,
in this work we show that further improvements are possible. To
this end, we present a general approach for further improving
the number of gate operations and depth of the mapped circuit.
The proposed approach encompasses the selection of physical
qubits, determining initial and local permutations efficiently to
obtain the final circuit mapped to the given IBM QX architecture.
Through experiments improvements are observed over existing
methods in terms of the number of gates and circuit depth.

Index Terms—IBM QX Architecture, Coupling-map, Quantum
Circuit, Clifford+T library

I. INTRODUCTION

Quantum computing has received much attention in the last

few decades due to its superiority over classical computing for

solving problems like factoring integers [1], searching objects

in unsorted databases [2], and efficiently simulating processes

in quantum chemistry [3].

The supremacy in computation comes from the exploitation

of quantum mechanics like linear evolution and entanglement.

A computing system in this domain comprises a number of

two-state subsystems that are called qubits. The state of an

individual qubit in a 2-dimensional Hilbert space can either

be one of the basis states |0〉 and |1〉 or a linear combination
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of them, i.e. |ψ〉 = α |0〉+ β |1〉 where α and β are complex

numbers and |α|2 + |β|2 = 1 [4]. Different technologies, such

as trapped ions and superconducting qubits, provide retainable

quantum states and mechanisms to interact with them [5] that

are necessary requirements for the physical realization of a

quantum system.

In March 2017, IBM introduced their first superconducting

quantum architecture, IBM QX2 with 5 qubits [6] and made

it available in the cloud for broad access. IBM also provides

cloud access to their 16 qubit architecture IBM QX3. The

improved version of these two architectures, IBM QX4 and

IBM QX5, were made available in the cloud later on.

In order to run a quantum algorithm on one of the IBM QX

architectures, the algorithm must be expressed using supported

elementary quantum operations. There also exist architectural

constraints on applying the elementary operations on physical

qubits. The quantum circuits must be mapped to these physical

architectures adhering to the constraints. In all but the trivial

cases, it is not possible to physically map an entire quan-

tum circuit at once satisfying these physical constraints. The

states of physical qubits must be interchanged in performing

subsequent quantum operations to satisfy such constraints. In

order to do this, additional gates realizing SWAP operations

are inserted before quantum gates operating on qubits not

satisfying these physical constraints. Since quantum operations

are not error free, the operational reliability of quantum

circuits is compromised due to the insertion of these additional

gates. Thus, it is necessary to minimize the number of SWAP

operations.

Mapping an arbitrary quantum function to the IBM QX

architecture is carried out in two steps. Initially the function-

ality is expressed in terms of elementary operations. Several

methods exist to carry out this task [7]–[12]. Next, elementary

operations on logical qubits are mapped to an IBM QX

architecture satisfying the physical constraints. Early works

for satisfying nearest neighbor constraints on 1-dimensional,

2-dimensional or higher dimensional physical layouts are less

restricted [13]–[23] compared with physical constraints for the

IBM QX architecture. There exist few works on physical map-

ping of these quantum circuits to IBM QX architectures [24]–

[27]. The authors in [25] have addressed the physical map-

ping issue specifically for IBM QX2 and QX4 architectures

whereas the authors in [26] have presented a generic approach

for mapping to an arbitrary IBM QX architecture. In [24],

the authors have suggested an architecture specific mapping

scheme for quantum circuits containing SU(4) gates. Although

these approaches have produced better compilation results for
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quantum circuits, there is always scope for improvement. In

finding an optimal solution, there are several issues that need to

be addressed, like physical qubits selection, mapping logical

qubits, insertion of SWAP operations and finally optimizing

the mapped netlist using certain gate reduction rules. In

fact, finding the optimal mapping for quantum circuits is an

NP-complete problem [28], [29]. An investigation towards this

remains as an active research problem (see, e.g. [30]).

In this regard, we propose a generic approach for mapping

quantum circuits to IBM QX architectures satisfying physical

constraints. Initially, for a given circuit, physical qubits are

identified and an evolutionary algorithm is used to find a close

to optimal initial ordering of the qubits. For the evolutionary

algorithm, a new cost metric based on the physical mapping

is introduced as the fitness function. With this cost metric we

propose an approach for insertion of gates to perform SWAP

operations. Although the run-time of our proposed approach

increases due to incorporation of the evolutionary algorithm

for initial mapping, after optimizations we observe resulting

circuits with reduced gate count and depth over the approach

proposed in [26], with an increasing improvement for larger

circuits.

The remainder of this paper is organized as follows. In Sec-

tion II we provide a review of quantum circuits and IBM QX

architectures. In Section III we discuss the proposed approach

for mapping a quantum circuit to the IBM QX architecture.

Experimental results and discussions are presented in Section

IV. Finally, in Section V, we provide some concluding remarks.

II. PRELIMINARIES

A. Quantum Operations

Quantum computers operate on quantum bits or qubits. A

qubit is the basic computational unit in the quantum domain.

Like classical bits that can only assume the basis states 0 or 1,

a qubit can represent a two-level system with basis states |0〉
and |1〉 (written in Dirac notation). However, a qubit, unlike

a classical bit, can also be in a superposition of these basis

states, i.e. |ψ〉 = α |0〉 + β |1〉 where α and β are complex

numbers and |α|2+ |β|2 = 1. Any general qubit state like |ψ〉
also represents a vector

(

α
β

)

in a 2-dimensional Hilbert space.

The state of n such qubits is the tensor product of individual

states, i.e.
(

α
β

)⊗n
. This allows parallel quantum operations

over all 2n possible basis states.

Unitary operations are performed on one or more qubits to

evolve the qubits states. An n-qubit operator is represented by

a 2n × 2n unitary matrix. The elementary operators can be

represented by the following matrices:

X = NOT =

(

0 1
1 0

)

S =
√
Z =

(

1 0
0 i

)

Y =

(

0 −i
i 0

)

T = 4
√
Z =

(

1 0
0 1+i√

2

)

Z =

(

1 0
0 −1

)

H = 1√
2

(

1 1
1 −1

)

Here in the first column X , Y and Z are the Pauli rotation

operators and the second column represents phase S, square-

root of phase T and Hadamard H operators.

Together, they form the Clifford+T library [11]. For com-

pleteness, two-qubit CNOT gate is also included in this library.

The 4 × 4 matrix for CNOT(qi, qj): |qi, qj〉 7→ |qi, qi ⊕ qj〉
operation is represented as a sum of tensor products of 2× 2
matrices, |0〉〈0|qi⊗Iqj + |1〉〈1|qi⊗Xqj where I is the identity

matrix and 〈k| is the dual of |k〉.

B. Quantum Circuits

In this work quantum circuits are represented by their corre-

sponding circuit diagrams. There are quantum languages like

Scaffold [31], Quipper [32], and OpenQASM [33] which can

also be used to describe quantum circuits. In a circuit diagram,

qubits are shown in space (y-axis) and unitary operations that

are performed on the qubits are shown as applications of these

operations in the axis of time (x-axis).

Example 1. Fig. 1 shows a quantum circuit composed of 7

unitary operators and 3 qubits. The elementary gates H , S

and T † are represented by rectangular boxes and the boxes are

labeled with corresponding operator names. The CNOT(qi, qj)

gates are represented by a • on the control qubit qi and ⊕ on

the target qubit qj .

q1 • S • T † • q1

q2 • q2

q3 H q3

Fig. 1: An example quantum circuit

C. IBM QX Architecture

The project IBM Q [6] has provided several architectures

that are shown in Fig. 2. A framework named Qiskit [27]

is also presented for describing, simulating and executing

quantum circuits on a real quantum device that has been made

available in the cloud. These real devices are comprised of 5

or 16 physical qubits connected through coplanar waveguide

bus resonators [34]. Microwave pulses are applied to perform

quantum operations on these qubits.

All of these architectures support the elementary oper-

ation U(θ, φ, λ) that can be expressed by unitary rotation

operations, i.e. Rz(φ)Ry(θ)Rz(λ), where θ rotations about

Z-axis and Y -axis are represented by Rz(θ) =
( 1 0

0 e
i θ
2

)

and

Ry(θ) =
( cos θ

2
− sin θ

2

sin θ
2

cos θ
2

)

respectively. Arbitrary elementary

operations are performed on physical qubits by adjusting the

parameters θ, φ and λ.

Further, all of these architectures restrict the application of

the two-qubit CNOT operation. A CNOT(Qi, Qj) operation

on a physical qubit pair Qi and Qj can only be applied if a

coupling-map Qi → Qj exists between them where Qi and

Qj act as control and target qubits, respectively. Fig. 2 shows

the coupling-map for the four IBM QX architectures.
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Q0 Q1

Q2

Q4 Q3

(a) IBM QX2

Q0 Q1

Q2

Q4 Q3

(b) IBM QX4

Q1

Q0

Q2

Q15

Q3

Q14

Q4

Q13

Q5
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Q6

Q11

Q7

Q10

Q8

Q9

(c) IBM QX3

Q1

Q0

Q2

Q15

Q3

Q14

Q4

Q13

Q5

Q12

Q6

Q11

Q7

Q10

Q8

Q9

(d) IBM QX5

Fig. 2: Physical association of qubits in IBM QX architectures

III. PHYSICAL QUBIT MAPPING

A. Physical Qubit Selection

To map a given circuit with n logical qubits (q0, . . . , qn−1)

to a given IBM QX architecture with m (n ≤ m) physi-

cal qubits (Q0, . . . , Qm−1), the physical qubits can be selected

in
(

m
n

)

ways. Assuming the qubit association as a directed

graph (see Fig. 2), the selected physical qubits for mapping

with logical qubits must be a connected component. Initially,

both logical qubits and physical qubits are ordered based on

their degree of association. For the coupling-map Qi → Qj

and Qi → Qk, the degree of association of Qi is 2, i.e.

deg(Qi) = 2. Similarly for the logical qubit associations

qx → qy and qx → qz , deg(qx) is 2. For a given quantum

circuit, the degree of association of each logical qubit is

the out-degree of the corresponding vertex in the incidence

graph, IG = (V,E) where each vertex qi ∈ V represents a

logical qubit and each directed edge (qi, qj) ∈ E denotes a

CNOT(qi, qj) operation. The following example illustrates the

qubit ordering.

Example 2. Fig. 3a and 3b show a quantum circuit and

the corresponding incidence graph, respectively. The qubit

ordering derived from the incidence graph is shown in Fig. 3c.

For a given architecture physical qubits are also ordered in a

similar way based on their degree of association obtained from

the coupling-map, e.g. the out-degree of Q2 in IBM QX4 is

3 as can be verified from Fig. 2b.

Next, the shortest distances between physical qubits are

computed to determine the number of SWAP operations re-

quired to satisfy the coupling-map constraints. For a coupling-

map containing Qi → Qj , the distance dij is set to 0, since the

application of CNOT(Qi, Qj) requires no SWAP operation.

If Qi and Qj are not adjacent but have a common adjacent

qubit, the application of CNOT(Qj , Qi) requires 4 additional

g1 g2 g3 g4 g5 g6 g7 g8 g9 g10 g11
q0 • • • • •
q1 • • • •
q2 • •
q3

(a) Quantum circuit

q0 q1

q3 q2

g1

g4, g11

g3, g9 g5, g8
g7, g10

g2, g6

(b) Incidence graph

qx deg(qx)
q0 3
q1 2
q2 1
q3 0

(c) Qubit ordering

Fig. 3: An example logical qubit ordering

Hadamard operations, and since a SWAP operation is realized

using a network of 7 elementary operations, distance dji is set

to 4
7 ≈ 0.6. The following example illustrates the realization

of a SWAP operation.

Example 3. Fig. 4a shows the SWAP operation,

i.e. SWAP(qx, qy). The operation can be realized by a

network of three CNOT gates:

CNOT(qx, qy)CNOT(qy, qx)CNOT(qx, qy)

as shown in Fig. 4b. For the coupling-map shown in Fig. 4c

and physical mapping of qubits (qx, qy) → (Qi, Qj), the

second CNOT(qy, qx) operation can be realized using four

Hadamard operations as shown in Fig. 4d.

qx : |φ1〉 × |φ2〉
qy : |φ2〉 × |φ1〉

(a) SWAP gate

qx : |φ1〉 • • |φ2〉
qy : |φ2〉 • |φ1〉

(b) SWAP realization

Qi Qj

(c) Coupling-map

Qi ← qx • H • H •
Qj ← qy H H

(d) SWAP realization

Fig. 4: Realizing SWAP operation on IBM QX architecture

For a given physical architecture, the distance dij between

adjacent physical qubits Qi and Qj is assigned to 0 or

0.6, depending on their directions in the coupling-map. The

distance dij for all non-adjacent physical qubit pairs Qi  Qj

is initially set to∞ and further computed exploiting the Floyd-

Warshall algorithm [35] for solving the all-pairs-shortest-path

problem in the following way.

For a non-adjacent qubit pair Qi  Qj and an intermediate

qubit Qk if there exists a finite distance path between qubit

pairs Qi  Qk and Qk  Qj , i.e. dik 6= ∞ and dkj 6=
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∞ then the distance between Qi and Qj through Qk, dkij is

computed as follows:

dkij =

{

dki + djk + 1.6; if dik > dki ∧ dkj > djk
min{dik, dki}+min{dkj , djk}+ 1; otherwise

where both the distance expressions represent the normalized

distance in terms of the number of SWAP operations and the

expression dki + djk + 1.6 is used in computing the distance

when there exist only reverse coupling-map edges in the path

Qi  Qk  Qj ; otherwise the latter expression is used. Fi-

nally, the distance, dij between qubit pair Qi  Qj is assigned

dkij , if dij > dkij . For an n-qubit physical layout this process

continues considering physical qubit Qk two times, initially

for k = 0, 1, · · · , n− 1 and then for k = n− 1, n− 2, · · · , 0
to find the shortest distance between each such non-adjacent

pairs Qi  Qj , where i, j = 0, 1, · · · , n− 1 and i 6= j.

To obtain the shortest distances the algorithm is run twice

for increasing and decreasing values of k. Although the run-

time for computing the shortest distance between n physical

qubits is O(n3), the process is carried out only once for each

physical architecture. The computation of the shortest distance

is illustrated below.

Example 4. The initial distance between physical qubits and

the final distance obtained by running the Floyd-Warshall

algorithm [35] for IBM QX4 is shown in Table I. From the

table, it can be verified that the application of CNOT(Q1, Q3)
requires 1 SWAP operation and 4 Hadamard operations,

whereas the application of CNOT(Q3, Q1) requires only 1
SWAP operation.

TABLE I: dij Measures for IBM QX4

Initial Final
Q0 Q1 Q2 Q3 Q4 Q0 Q1 Q2 Q3 Q4

Q0 − 0.6 0.6 ∞ ∞ − 0.6 0.6 1.6 1

Q1 0 − 0.6 ∞ ∞ 0 − 0.6 1.6 1

Q2 0 0 − 0.6 0 0 0 − 0.6 0

Q3 ∞ ∞ 0 − 0 1 1 0 − 0

Q4 ∞ ∞ 0.6 0.6 − 1 1 0.6 0.6 −

Initially, the logical qubit with the maximum degree of

association is mapped to a physical qubit having the maximum

degree of association. For subsequent mapping of the logical

qubit with the next highest degree of association, an unmapped

physical qubit which has the shortest distance from all the

mapped physical qubits is selected. The process continues until

all logical qubits are mapped. To obtain a mapping of physical

qubits with evenly distributed degree of association, the dis-

tance between physical qubits Qi and Qj dij is rounded to the

nearest integer value. It can be verified that the average run-

time of this algorithm is O(n2) in mapping n physical qubits.

The mapping generated by running the proposed algorithm on

various IBM QX architecture is illustrated by the following

example.

Example 5. Fig. 5a and 5b show the selection of physical

qubits for mapping the quantum circuit shown in Fig. 3a, to

the IBM QX3 and QX5 architectures, respectively. The logical

to physical qubit mappings are shown in Fig. 5c.

Q4 Q5

Q13 Q12

(a) IBM QX3

Q5 Q6

Q12 Q11

(b) IBM QX5

qi QX3 QX5

q0 Q12 Q6

q1 Q5 Q5

q2 Q4 Q12

q3 Q13 Q11

(c) Physical mapping

Fig. 5: Physical mapping of logical qubits

B. Qubit Ordering

For a given quantum circuit, the physical mapping of logical

qubits (q0, q1, . . . , qn−1)→ (Qi, Qj , . . . , Qk) obtained in the

previous section may not satisfy the coupling-map constraints

for all the CNOT gates present in the circuit. To satisfy the

constraints SWAP operations are performed on a pair of qubits

to exchange their states. For a coupling-map Qi → Qj ,

the CNOT(Qj , Qi) operation is realized using 4 additional

Hadamard operations.

For a physical mapping (q0, . . . , qn−1)→ (Qi, . . . , Qk), if

a CNOT gate at depth i does not satisfy the coupling-map

constraints, the state of the qubits are swapped to obtain a

new permutation πi. Since the physical layout of IBM QX

architectures is 2-dimensional, there exists more than one

permutation that may satisfy the coupling-map constraint.

In order to obtain a permutation that minimizes the SWAP

requirement for subsequent depths (i+1, i+2, . . . ), a heuristic

is used. Initially, all CNOT gate operations are prioritized

based on their depth such that for a given circuit of depth

n, the priority, pi of the CNOT gate at depth i satisfies the

following criteria

pi > pi+1 + pi+2 + . . . pn (1)

The priority values are selected in such a way that Eq. 1 is

satisfied for all possible values of i.

Lemma 1. For any real number M ≥ 2, n > 1 and

0 ≤ i ≤ n − 1, the priority assignment pi = Mn−i

satisfies Eq. 1.

Proof. For 0 ≤ i ≤ n, the RHS of Eq. 1 is

pi+1 + pi+2 + . . . pn =Mn−(i+1) +Mn−(i+2) + · · ·+ 1

=
1

M − 1

(

Mn−i − 1
)

< Mn−i

for M ≥ 2.

The cost metric coupling-cost for a physical mapping of

n logical qubits (q0, q1, . . . , qn−1) → (Qi, Qj , . . . , Qk) is

defined as

coupling-cost =
∑

x,y∈{1,2,...,n}
dxywxy (2)

where for a physical mapping qx → Qs and qy → Qt,

dxy is the distance between the physical qubit pair {Qs, Qt},
and wxy is the weight of the corresponding edge (qx, qy) in
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the incidence graph. Given a quantum circuit with n logical

qubits {q0, q1, . . . , qn−1} and depth m, the weight wxy of the

directed edge (qx, qy) in the incidence graph is defined as

wxy =
∑

k∈{1,2,...,m}
p
xy
k (3)

where p
xy
k is the priority of the CNOT(qx, qy) gate at depth

k ≤ m. The following example illustrates the computation of

physical mapping cost.

Example 6. Fig. 6a shows the same quantum circuit of depth 8
(see Fig. 3a) where the priority pi = M8−i at each depth

i is computed with M = 2. The corresponding weighted

incidence graph for the circuit is shown in Fig. 6b. It can

be verified that the weight of the edge (q2, q3) is the sum

of the priorities of the CNOT gates g2 and g6 at depth 1
and 5, i.e. p1 + p5 = 128 + 8 = 136. The coupling-cost for

the physical mapping (q0, q1, q2, q3)→ (Q2, Q0, Q3, Q4) to

IBM QX3 is calculated as

0×128+0×136+0×66+0.6×33+1.6×18+1×5 = 53.6.

g1, g2 g3 g4 g5 g6 g7 g8 g9 g10g11
q0 •

✤

✤

✤

✤

✤

✤

•
✤

✤

✤

✤

✤

✤

•
✤

✤

✤

✤

✤

✤

✤

✤

✤

✤

✤

✤

✤

✤

✤

✤

✤

✤

✤

✤

✤

✤

✤

✤

•
✤

✤

✤

✤

✤

✤

•
q1 • • • •
q2 • •
q3

128 64 32 16 8 4 2 1

(a) Quantum circuit

q0 q1

q3 q2

128

33

66 18
5

136

(b) Incidence graph

Fig. 6: Coupling-cost estimation for mapping logical qubits on

IBM QX3

For a given physical mapping of n logical qubits

(q0, . . . , qn−1) → (Qi, . . . , Qk), there are n! permutations,

including the current permutation πi. To minimize the number

of SWAP gates, the selection of a specific permutation πj
and the insertion of SWAP gates to transform the current

permutation πi → πj is carried out in such a way that the

coupling-cost of the physical mapping for subsequent CNOT

gates is minimized. The following example illustrates this

process.

Example 7. Fig. 7 shows the physical mapping

(q0, q1, q2, q3) → (Q6, Q5, Q12, Q11) of a quantum circuit in

IBM QX5 (see Fig. 2d). The first three CNOT gates g1, g2
and g3 satisfy the coupling-map constraint. For the gate g4,

CNOT(q0, q2), there is no such coupling-map Q6 → Q12 in

IBM QX5 architecture. All possible permutations considering

the coupling-maps Q6 → Q5 ← Q12 and Q6 → Q11 ← Q12

are explored and a permutation that minimizes the coupling-

cost of the subsequent CNOT gates (g5, . . . , g11) is selected

for the physical mapping.

C. Initial Permutation

Given a quantum circuit to be mapped to a specific archi-

tecture, the selection of physical qubits {Qi, . . . , Qk} and the

g1 g2 g3 g4 g5 g6 g7 g8 g9 g10 g11
Q06 ← q0 • • • • •
Q05 ← q1 • • • •
Q12 ← q2 • •
Q11 ← q3

❴ ❴ ❴ ❴ ❴ ❴ ❴ ❴ ❴ ❴✤

✤

✤

✤

✤

✤

✤

✤

❴ ❴ ❴ ❴ ❴ ❴ ❴ ❴ ❴ ❴

Fig. 7: An example logical qubit ordering

initial permutation π0 of logical qubits {q0, . . . , qn−1} have a

significant impact in minimizing the number of gates as well

as depth. It is necessary to estimate the SWAP-cost for each

of the initial permutations, π0
0 , π

1
0 , . . . , π

k−1
0 to determine the

permutation, πi
0, (0 ≤ i ≤ k−1) with the smallest SWAP-cost.

To estimate the SWAP-cost of a specific initial permutation

πi
0 for a given circuit of depth m, the incidence graph for

the circuit is traversed m times, d = m − 1,m − 2, . . . , 0,

and setting the SWAP-cost to 0 at the beginning. In each

iteration the edges (qx, qy) with weight wxy > Md are

updated with wxy = wxy − Md. For the current physical

mapping (qx, qy) → (Qi, Qj) if the distance dxy is greater

than 0, the SWAP-cost is updated by adding dxy and the

current permutation is transformed to πi
d such that for this new

permutation, πi
d, dxy = 0 and the coupling-cost is minimized.

The following example illustrates this.

Example 8. The weights of the edges (q0, q1) and (q2, q3)
of the incidence graph shown in Fig. 6b can be updated

for d = 7 to w01 = 128− 27 = 0 and w23 = 136− 27 = 8,

respectively, considering circuit depth 8 and M = 2. Since for

the physical mapping (q0, q1, q2, q3)→ (Q6, Q5, Q12, Q11) in

IBM QX5 (see Fig. 7), the corresponding distances d01 and

d23 are 0, the initial permutation is left unchanged. Similarly,

for d = 6, the edge weight w03 is only updated to w03 = 2
without affecting the initial permutation as shown in Fig. 8a.

Next, for d = 5, the edge weight w02 is updated to w02 = 1.

Since the distance d02 is 1 due to this initial permutation, the

SWAP-cost is updated to 1 and a transformation of the initial

permutation (q0, q1, q2, q3) → (Q6, Q12, Q5, Q11) results in

distance d0,2 = 0 and coupling-cost

1× 0 + 1× 8 + 0× 2 + 0× 33 + 0× 18 + 0× 5 = 8.

The coupling-cost can be verified from the sub-circuit shown

in Fig. 8b.

q0 q1

q3 q2

0

33

2 18
5

8

(a) Incidence graph

g4 g5 g6 g7 g8 g9 g10g11
Q06 ← q0 • • •
Q05 ← q1 × •
Q12 ← q2 × • • • •
Q11 ← q3

(b) Quantum sub-circuit

Fig. 8: SWAP-cost estimation for quantum sub-circuit mapped

to the IBM QX5

An exhaustive search for an optimal initial permutation of

n logical qubits has a complexity of O(n!) w. r. t. the number
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of qubits. In order to reduce the run-time, we explore the

permutations using a genetic algorithm based search. The

initial population is created by random reordering of the physi-

cal mapping (q0, . . . , qn−1)→ (Qi, . . . , Qk) and the search is

carried out on the basis of SWAP-cost as fitness estimation of

each permutation. The physical mapping obtained by running

the genetic algorithm may not be optimal as it may contain

redundant gates. The mapped circuit can be further optimized

by canceling or merging set of gates as discussed in the next

section.

D. Optimization

In the IBM QX architecture, all the single qubit gates

are realized using the U(θ, φ, λ) operation with appropriate

values for θ, φ, and λ. The single qubit gates are classi-

fied as U1(λ) = U(0, 0, λ), U2(φ, λ) = U(π2 , φ, λ), and

U3(θ, φ, λ) = U(θ, φ, λ) based on the values of these three

parameters. The realizations of all the single qubit gates from

the Clifford+T library are shown in Table II.

TABLE II: Realization of Single Qubit Gate Operations

Gate θ φ λ Gate θ φ λ
X π 0 π S 0 0

π
2

Y π π
2

π
2

S† 0 0 −π
2

H π
2

0 π T 0 0
π
4

Z 0 0 π T † 0 0 −π
4

A sequence of gates that operates on the same qubit can

be merged into a single gate and potentially canceled if the

sequence implements the identity operation on combining.

Two CNOT(qi, qj) gates can be canceled if there is no gate

present in between them whose target is qi or control is qj .

Based on the classification U1, U2, and U3, single qubit gates

can be merged in 9 different ways:

U1 × U1 U1 × U2 U1 × U3

U2 × U1 U2 × U2 U2 × U3

U3 × U1 U3 × U2 U3 × U3

For merging U1 × U1, U1 × U2, U1 × U3, U2 × U1, and

U3 × U1, the following Z − Y decomposition and merging

rule are used:

U(θ, φ, λ) = Rz(φ)×Ry(θ)×Rz(λ)

Rz(λ+ φ) = Rz(λ)×Rz(φ)

where Rx(θ) = U(θ,−π
2
,
π

2
), Ry(θ) = U(θ, 0, 0), and

Rz(θ) = U(0, 0,
θ

2
).

For the four merging operations U2×U2, U2×U3, U3×U2,

U3×U3, we are restricted to only Clifford+T gates. In general,

merging two gates U(θ1, φ1, λ1) and U(θ2, φ2, λ2) is carried

out in the following way:

i. If λ1 + φ2 = 2π or 0 then

U(θ1, φ1, λ1)× U(θ2, φ2, λ2) = U(θ1 + θ2, φ1, λ2)

ii. Otherwise

U(θ1, φ1, λ1)× U(θ2, φ2, λ2) = U(θ2 − θ1, π + φ1, λ2)

The rule is only applicable to the merging of Clifford+T gates.

The following example illustrates the optimization process.

Example 9. Fig. 9a shows a quantum circuit. The third and

final CNOT gates operate on the same qubits, and can be

canceled as there is no gate in between whose target is their

control qubit or control is their target qubit. The fifth X gate

and the next Z gate similarly can be merged. The optimized

circuit is shown in Fig. 9b.

H • • •
• X Z •

(a) Quantum circuit

H •
• Z ×X •

(b) Optimized circuit

Fig. 9: An example optimization

IV. EXPERIMENTAL EVALUATION

To evaluate the performance of the proposed approach, two

sets of experiments are conducted.

In the first set of experiments the benchmarks from

RevLib [36] and pre-compiled quantum algorithms (by the

Scaffold compiler [37]) written in languages like Quipper [32]

or Scaffold [31] are considered for mapping to the IBM QX5

architecture. The results are reported in Table III and also

compared with the recent work by Zulehner et al. [26].

In conducting the second set of experiments, IBM QX2 and

QX4 architectures are used for mapping benchmarks from

Roetteler et al. [38] and Zulehner et al. [26], as well as a

comparison with the results given by Dueck et al. [25] is

presented in Table IV.

The evolutionary algorithm starts with a random population

where the best 13.34% of the current population are directly

considered for the next generation and the remaining popula-

tion is generated with crossover and mutation rates of 0.7 and

0.1, respectively. We have restricted the population size and

generation exploration to 30 and 500, respectively, for larger

benchmarks with 10 or more qubits.

All the experiments are carried out on an Intel Xeon ES

26S0v4, 2.2 GHz server with 16 GB memory. In both these

experiments, the observed run-time t is reported in seconds

as the total time taken including selection of physical qubits,

initial mapping to logical qubits, insertion of SWAP gates

to satisfy coupling-map constraints, and optimizing the final

mapped netlist.

A. Mapping to the 16-qubit Architecture

Table III shows the mapping results of benchmarks for the

IBM QX5 architecture using the proposed approach, which

is compared with the earlier reported work by Zulehner et

al. [26]. In the first four columns the benchmark name, the

number of logical qubits n, the number of gates g and the

circuit depth d are presented. The next three columns represent

the number of gates g, the circuit depth d and the time t taken
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to realize the final quantum circuits satisfying the coupling-

map constraint using the A*-based heuristic search approach

proposed by Zulehner et al. [26]. The results observed by the

proposed approach are presented in the form of number of

gates g, circuit depth d and time t taken to obtain the mapped

circuit in the next three columns. Finally, the percentage

improvement (%) observed in terms of the number of gates

∆g and the depth ∆d over the results from Zulehner et al. [26]

are presented in the last two columns.

It can be seen from the table that, although the run-time

of the proposed approach is higher, it provides better results

in terms of the number of gates. On average, compared to

the A*-based method proposed by Zulehner et al. [26], 8%
reduction in the number of gates is observed while the circuit

depth increases by 0.6% using the proposed method. This is

mainly due to the fact that for circuits like ising model 13 and

ising model 16 our proposed approach—although reducing

the number of gates extensively compared to the result from

Zulehner et al. [26] (17% and 26.5%, respectively)—fails to

improve the depth of the final circuit over the corresponding

circuit depth observed by the authors in [26]. The circuit depth

of these benchmarks are increased to a great extent, i.e. 31.9%
and 25% increase in depth are observed in mapping the bench-

marks ising model 13 and ising model 16 to the IBM QX5

architecture over results presented by Zulehner et al. [26].

B. Mapping to the 5-qubit Architecture

In the second stage of evaluation, the mapping results of

the proposed approach for IBM QX2 and QX4 architectures

are compared with the results presented by Dueck et al. [25].

The details are presented in Table IV. The names of the

benchmarks and number of logical qubits n are presented in

the first two columns of the table. In the next two columns,

the best mapping results to IBM QX2 architecture using swap

transformation and template transformation approaches given

by Dueck et al. [25] are presented in terms of the number

of gates g and circuit depth d. Following this the mapping

results obtained by the proposed approach are presented as

the number of gates g, circuit depth d and run-time t. The

improvements gained by the proposed approach over the best

mapped result observed by Dueck et al. [25] in reducing

number of gates ∆g and circuit depth ∆d to map to IBM QX2

are listed next. It can be verified that on average 18.2%
reduction in the number of gates and 11.8% reduction in

circuit depth are observed when mapping to the IBM QX2

architecture using our proposed approach. Similarly, the best

results obtained from mapping to IBM QX4 using swap trans-

formation and template transformation approaches proposed

by Dueck et al. [25] are presented in the next two columns,

i.e. the number of gates g and circuit depth d. The outcome

of mapping the circuits by running the proposed approach are

listed next as the number of gates g, circuit depth d and time

taken to produce the mapped circuit t. Finally the decrease in

the number of gates ∆g and circuit depth ∆d over the best

results from Dueck et al. [25] are presented. Our approach

shows an average improvement of 10.1% in the number of

gates and 3.8% in the depth of the final mapped circuit.

V. CONCLUSION

In this work, we presented a generic framework for compil-

ing quantum circuits to the IBM QX architectures, satisfying

the coupling-map constraints. For mapping quantum circuits

to a specific IBM QX architecture, the proposed approach

addresses this mapping problem in three stages: (i) a greedy

approach for the initial selection of n out of m (m ≥ n)

physical qubits available in the architecture for mapping a

quantum circuit composed of n logical qubits, (ii) define a

fitness measure for the initial permutation of n logical qubits

for mapping physical qubits and perform an evolutionary

search using a genetic algorithm to find the best initial

permutation π0, and (iii) devise a strategy for obtaining the

local qubit permutation πi at the circuit depth i that further

reduces the overhead of additional gate operations while

satisfying the coupling-map constraints for the remaining gates

starting from depth i. For completeness, we further discussed

the post-mapping optimization methods in this work. The

proposed method provides better results for the number of

gates while not providing improvement over circuit depth for

some circuits. A reduction in the number of gates further

increases the reliability of quantum circuits by reducing the

noise introduced by every gate involved in realizing the desired

operation. The proposed generic approach addresses the issue

of efficient mapping of quantum circuits to any of the current

or projected IBM QX architectures.
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