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Abstract—Noisy Intermediate Scale Quantum (NISQ) computers
are becoming a reality thanks to the recent advances made
by researchers who physically build such systems. In order to
execute corresponding quantum algorithms (usually provided
in terms of quantum circuits), certain physical constraints in
the architectures need to be satisfied. More precisely, physical
constraints restrict the possible interactions between qubits which
frequently result in cases where qubits which are supposed to
interact in a quantum circuit are not allowed to interact on the
physical device. Thus far, this is addressed by dedicated methods
that map the logical quantum circuit to a physical realization
and satisfy the constraints by inserting further operations. This
leads to additional costs which harm the fidelity of the circuit
and, hence, urgently need to be avoided.

Unfortunately, current state-of-the-art approaches for this
mapping process take the existing architectures as invariant and
only try to reduce the number of additionally needed operations
on them. In contrast, (slight) changes in the respectively given
architectures (which still keep the underlying physical constraints
satisfied) might be possible and may allow for even better (i.e.,
less costly) mappings. But this potential has not been investigated
yet. In this work, we explore this potential. More precisely, we
introduce several schemes for generating alternative coupling
graphs (and, by this, quantum computing architectures) that
still might be able to satisfy physical constraints but, at the
same time, allow for a more efficient realization of the desired
quantum functionality. Evaluations confirm the potential of those
alternative coupling graphs and demonstrate that they can reduce
the mapping overhead by up to 60% in the best case and up to
almost 40% on average.

I. INTRODUCTION

Quantum computers [1] have become a promising alterna-
tive to classical computers and show significant superiority
over them for certain complex applications. For example,
quantum algorithms for large integer factorization [2], [3],
searching objects in large unsorted database [4], simulat-
ing processes of quantum chemistry, or solving linear equa-
tions [5]–[8] have already been proposed and led to substantial
speed-ups compared to the existing classical solutions. The
supremacy in computational speed is achieved using quantum
mechanical phenomena like superposition and entanglement
which ultimately provide solutions with substantial speed-up
as compared to the classical algorithms.

In recent years, the physical realizations of quantum com-
puters have received significant attention. Several technologies
e.g. for ion-traps, superconductors, semiconductor quantum

dots, or photonic systems have been used to physically realize
real quantum circuits [1]. As of now, the realizations based
on superconducting technology [9], [10] stand out since they
provide increasing qubit coherence time and better scalabil-
ity of the technology [11]–[13] compared to other currently
considered technologies. Motivated by this, companies such
as IBM, Intel, Google, and Microsoft started corresponding
developments towards the realization of actual quantum com-
puters for practical purposes [14]–[16]. In fact, IBM introduced
its first 5-qubit quantum processor in the beginning of 2017
and later, in mid 2017, further introduced 16-qubit quantum
processors. IBM further plans to scale up the number of qubits
to 50, while Google and other companies focus on similar
developments of quantum chips [15], [17].

Currently, the quantum processors from IBM are widely
used since they are accessible to everyone through cloud
services [18]. This helps researchers to run their own quantum
algorithms (usually represented in terms of circuits) on the
IBM quantum computers, known as IBM QX architectures.
In order to execute quantum circuits on those architectures,
additional steps need to be conducted. These include

1) the decomposition of the initial circuits into elementary
quantum operations that are supported by the given
architecture and

2) the mapping of the logical qubits from the decomposed
quantum circuit to the physical qubits used in the
architecture.

For the first step, several solutions exist that decompose arbi-
trary quantum circuits into a sequence of elementary quantum
gates [19], [20]. However, the second step i.e. the mapping of
logical qubits used in the given quantum circuit to the physical
qubits used in the architecture cannot be done in a one-to-one
fashion, because IBM QX architectures have certain physical
constraints described by so-called coupling graphs.

The physical constraints defined by the coupling graphs
allow operations of 2-qubit gates on selected qubits only. This
means, only certain quantum operations can be applied to the
physical qubits of IBM architectures. Besides this, the direction
of applying the 2-qubit gate in a pair of qubits is also restricted
i.e. the control qubit and target qubit of any 2-qubit gate are
also defined by the coupling graph. As a result, the mapping
of logical qubits of a quantum circuit to the physical qubits of
a quantum architecture is carried out in a fashion such that all
operations are conducted and, at the same time, all the physical
constraints are satisfied.

Current state-of-the-art methods [21]–[27] address this prob-
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lem by inserting additional gates into the circuit in order
to re-arrange the qubits and/or to change the control/target
connections so that the constraints imposed by the coupling
graphs are satisfied. The insertion of additional gates does
obviously increase the number of gates in the quantum circuit
which results in the reduction of circuit fidelity. This motivates
researchers and engineers to focus on developing solutions
that aim to derive a proper mapping of logical qubits to
physical qubits while, at the same time, keeping the number
of additional gates as small as possible.

However, all these approaches have taken the existing ar-
chitectures as invariant and did not question the corresponding
constraints. But, as we will show in more detail in Section IV,
there exists further potential. In fact, changing the constraints
imposed by the existing quantum computing architectures is
a valid option (of course, as long as the underlying physical
constrains remain satisfied).

In this work1, we are exploring this potential. We introduce
several schemes for the generation of alternative coupling
graphs (and, by this, quantum computing architectures) that
still might be able to satisfy physical constraints but, at the
same time, allow for a more efficient realization of the desired
quantum functionality.

Evaluations confirm the potential benefits of those alterna-
tive coupling graphs and demonstrate that they can reduce
the mapping overhead by up to 60% in the best case and
up to almost 40% on average. This shows that mapping the
intended quantum functionality to real quantum devices does
not necessarily have to be solely addressed by designers,
but can also be supported by the engineers developing the
respective architectures. In fact, the results of this work provide
motivation for researchers developing quantum computers and
architectures to not only take physical constraints into consid-
eration (which of course always have to be satisfied), but also
to consider design aspects of the quantum functionality to be
executed on the resulting devices.

The remainder of this work is structured as follows. In
Section II, we review quantum circuits and IBM’s QX architec-
tures. In Section III, we discuss the state-of-the-art process of
realizing quantum functionality on quantum architectures. This
motivates our investigation which is outlined in Section IV.
How to explore the potential benefits of alternative quantum
architectures is proposed in Section V, while Section VI
analyzes the effects the different architectures have on the
respective costs. Section VII concludes the paper.

II. BACKGROUND

In order to make this paper self-contained, this section
briefly reviews quantum circuits as well as the quantum
architectures commonly used in current NISQ devices.

A. Quantum Circuits
Quantum bits (or qubits) are the basic information units in

quantum computation [1]. Like bits in traditional computation
which can assume states 1 or 0, a qubit can also assume two

1A preliminary version of this work has been presented at [28].
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Fig. 1: Clifford+T gate library

basis states, |1〉 or |0〉. In addition, a qubit can also have a
superposition of the basis states i.e. |ψ〉 = α|0〉 + β|1〉 with
|α|2 + |β|2 = 1, where α and β are complex values. Any

superposition state |ψ〉 of a qubit also represents a vector
(
α
β

)
in a two-dimensional Hilbert space. The tensor product of

n such qubits i.e.
(
α
β

)⊗n
allows concurrent representations

of 2n possible basis states. This parallelism greatly reduces
the complexity of some algorithms on quantum computers
compared to classical ones.

The manipulations of the qubit states are generally carried
out using quantum circuits. A quantum circuit is composed
of quantum gates, where each gate represents a quantum
operation. A gate can either involve one or two qubits. In the
case of two-qubit quantum gates, one qubit is called the target
and other is called the control.

Several quantum gates such as 1-qubit Pauli X, Y, Z,
Hadamard (H), Phase (S, T) and 2-qubit controlled NOT
(CNOT), square-root-of-not (CV and CV†), etc. exist in the
literature [29]. Here, the Clifford+T gate library [19], [30]
composed of the 1-qubit Hadamard (H) gate, T (phase shift
by π

4 ) gate, and 2-qubit CNOT gates represents a universal
gate library, i.e., all quantum operations can be performed by
circuits composed of gates from this library. Fig. 1 shows the
symbols and corresponding unitary matrices for the gates from
the Clifford+T library. In order to realize an efficient quantum
circuit, the gate count, i.e., the total number of quantum
operations of the circuit, must be kept as low as possible.

Example 1. Fig. 2 shows an example of a quantum circuit
composed of four qubits and six gates. The boxes labeled H
and T represent the single qubit gates H and T, respectively.
The control and target qubits of the CNOT gates are denoted
by • and ⊕, respectively. First, a T (phase shift by π

4 ) operation
is applied on qubit q0. Then, a CNOT operation with control
qubit q0 and target qubit q1 is performed – followed by a
Hadamard (H) operation that is applied on qubit q1. Finally,
three more CNOT gates (denoted as g4, g5, g6) are applied.
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g1 g2 g3 g4 g5 g6
q0 T H • q0

q1 • q1
q2 • • q2
q3 q3

Fig. 2: Quantum circuit

B. Quantum Architectures

In 2017, IBM launched a cloud-based, open-access platform
to experimentally execute circuits on quantum processors
under the project IBM Q [18]. This platform includes differ-
ent quantum processors such as 5-qubit quantum processors
(IBM QX2 and IBM QX4) and 16-qubit quantum processors
(IBM QX3 and IBM QX5) running as backend in the cloud,
on which quantum algorithms can be executed. To this end,
quantum algorithms to be executed (usually provided in terms
of quantum circuits) have to be composed of elementary
quantum gates only. IBM’s quantum architectures support
1- and 2-qubit elementary gates such as the Hadamard (H)
gate, the Pauli X, Y, Z gates, the Phase gates, the square-
root of Phase gates, CNOT, and controlled U gates. If any
quantum circuit contains non-elementary quantum gates (e.g.,
the Toffoli gate, Fredkin gate, etc.), then such gates must
be replaced by elementary quantum gates supported by the
architectures. Several methods for decomposing the desired
quantum functionality to an elementary gate library can be
found in the literature [19], [20].

Moreover, prior to execution, the circuits have to be mapped
to the selected quantum architecture. However, there are some
constraints that need to be satisfied before mapping any
quantum circuit to the intended architecture. In fact, 2-qubit
quantum gates such as CNOT can only be applied between
certain pairs of qubits. Furthermore, for each pair of qubits,
which qubit will work as the control and which one will work
as the target are firmly specified. This restriction is known
as CNOT-constraints, and are usually described in terms of
a coupling graph which depicts the layout of the quantum
architecture. More formally, a coupling graph A = (Q,E)
over physical qubits Q = {Q0, Q1, · · · , Qn−1} is a directed
graph consisting of a set of vertices Q and a set of edges
E = {(Qu, Qv), Qu, Qv ∈ Q,Qu 6= Qv} representing a
2-qubit operation with the qubits Qu and Qv being the control
and target, respectively.

Example 2. Fig. 3 shows the coupling graph representing the
restrictions of the IBM QX5 architecture. As can be seen, the
architecture has 16 physical qubits represented by vertices
with labels Q0 to Q15. The edges e1 to e22 in the graph
represent the connections between the qubits. An edge e1
pointing from physical qubit Q1 to qubit Q0 indicates that
a CNOT with control qubit Q1 and a target qubit Q0 can be
applied here. Similarly, all other edges define the other allowed
qubit interactions. All remaining interactions are prohibited.

Fig. 3: Quantum architecture IBM QX5

III. CURRENT DESIGN PROCESS FOR
REALIZING QUANTUM FUNCTIONALITY

In order to realize a quantum functionality on real quantum
computers, two major steps usually have to be conducted:

1) Decomposing Quantum Functionality to Elemen-
tary Operations: Most quantum algorithms are
first described in high-level quantum programming
languages such as Quipper [31], Scaffold [32],
or OpenQASM [33]. Since given quantum architectures
usually only support 1-qubit and 2-qubit elementary
gates/quantum operations such as Hadamard (H) gate,
the Pauli X, Y, Z gates, the Phase (S) gate, the
square-root of Phase (T) gate, CNOT and controlled
U gates, the high-level operations first have to be de-
composed/compiled. To this end, several decomposition
or synthesis approaches such as those proposed in [19],
[20], [34], [35] and [36]–[38] exists, respectively. Cor-
responding methods are also available in tools for
Quipper [31], the ScaffCC compiler for the Scaffold
language [32], [39], RevKit [40], or JKQ [41].

2) Satisfying Restrictions on Qubit Interaction: Even if the
desired quantum functionality is provided in elementary
operations, the problem remains that given architectures
substantially restrict the allowed interactions between
quibts (as reviewed in Section II-B). This frequently
yields situations where gates of quantum circuits cannot
be executed directly. Current methods address this prob-
lem by adding additional gates that re-arrange qubits
and/or change control/target connections so that they are
eventually in line with the constraints imposed by the
quantum architecture/coupling graph. Corresponding
approaches first addressed so-called nearest neighbor-
constraints (see, e.g., [42]–[49]), but recently also
approaches for CNOT-constraints have been proposed
(see, e.g., [24], [50], [51]).

In this work, we are focusing on the second step, which
is one of the biggest problem in efficiently realizing quantum
functionality on real devices. To this end, we have a closer look
on how restrictions on qubit interaction are currently handled:

Example 3. Consider the circuit from Fig. 2 which is to
be realized on the IBM QX5 quantum computer. That is,
constraints as defined by the coupling graph shown in Fig. 3
have to be satisfied. By directly mapping each logical qubit qi
to a physical qubit Qi, the first three gates are supported.
However, gate g4 and gate g6 cannot be realized under the
given constraints, because an interaction between Q2 and Q1

is only possible if Q2 is the target and Q1 is the control (which
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g1 g2 g3 g′4 g5 g6

Q0 ← q0 T H × q1

Q1 ← q1 • H • H × • q0

Q2 ← q2 H H • × q3

Q3 ← q3 × q2

Fig. 4: Mapped circuit (assuming coupling graph from Fig. 3)

is the opposite in g4) and because no interaction is allowed
between Q0 and Q3 at all (which is required in g6).

These issues can be addressed by adding four H gates that
flip the respective control/target connections of a gate and, by
this, satisfy the constraints for gate g4 as shown in Fig. 4.
Furthermore, SWAP gates (which can be realized by seven
elementary gates) can be applied. SWAP gates exchange two
qubit values and, by this, allow the “move” of qubit values
from one physical position to another. This is used to satisfy
the constraint for gate g6 as also shown in Fig. 4. All these
adjustments require 18 additional elementary gates (four H
gates and two SWAP gates which need to be realized by seven
elementary gates each). Finally, the gate count for the IBM
QX5 architecture has increased by a factor of 3.

Obviously, reducing this overhead is a priority during the
design process. Accordingly, several methods for realizing
quantum functionality under these constraints have been re-
cently proposed (see e.g. [21]–[27], [51]). In [21], the authors
partition a given circuit into a number of sub-circuits for each
of which they determine a suitable placement for the qubits.
Then, they connect the individually placed sub-circuits to
form the final circuit using a swapping/permutation technique.
The solution presented in [23] generates an initial mapping
of logical qubits to physical qubits and then reorders them
to satisfy the constraints stated above. The work in [25]
partitions the circuit into a number of smaller sub-circuits and,
then, applies initial mapping and reordering schemes such that
the mapping order remains the same for all the sub-circuits
while satisfying all the constraints. In [26], a unique heuristic
search technique is introduced, to determine an efficient initial
mapping of logical qubits to physical qubits such that the
final quantum circuits have less gate overhead. A gate-fidelity
aware technology mapping scheme is proposed in [27] which
also focuses on the optimization of gate overhead. Also exact
solutions that produce a minimum number of SWAP and H
operations, i.e., a minimum overhead have been proposed [24],
[50]. These solutions employ SAT solvers to generate the best
qubit mappings which guarantee a minimal overhead with
respect to H and SWAP gates.

However, even if all these solutions are able to reduce the
overhead, they are still bounded by the restrictions imposed by
the given architecture. As a result, many resulting quantum cir-
cuits still have a substantial overhead caused by a large number
of additionally required gates. This is a serious drawback since
the total number of gates significantly affects the fidelity of the

result. In fact, studies have shown that, if the gate overhead gets
too large, the intended result cannot be determined anymore
because of the noise introduced by them [52]. Hence, further
solutions to address this problem are needed.

IV. MOTIVATION AND GENERAL IDEA

In this work, we propose an alternative direction to satisfy
restrictions on qubit interactions which goes beyond currently
considered schemes. In fact, we observe that, thus far, the real-
ization of quantum functionality onto real quantum computers
has been conducted by simply taking the existing architectures
as invariant and not questioning the corresponding constraints.
This does not only yield a significantly more complex design
process (in fact, realizing a given quantum functionality to a
given architecture has been proven to be NP-hard [53]), but
also leads to the substantial overhead discussed in the previous
section.

In the following, we present an alternative idea which aims
at changing the constraints themselves so that a better realiza-
tion, i.e., a realization with less overhead, can be determined.
Since arbitrarily changing constraints imposed by physical
requirements are obviously not an option, we first discuss
the physical constraints that are actually imposed by current
quantum architectures. Afterwards, we outline the potential
benefits that can be exploited when some degree of freedom
on the design of quantum architectures is exploited (while
the physical constraints remain satisfied). Finally, we discuss
possible concerns which might come with this idea.

A. Physical Constraints
In order to consider the physical constraints of quantum

computing technology, we briefly discuss the physical realiza-
tion of quantum computers. For this purpose, we choose quan-
tum superconducting (cf. [9], [10]) as a representative tech-
nology. Quantum superconducting is used in many quantum
computers accessible today. Furthermore, the corresponding
constraints are similar in other technologies. Hence, choosing
it as the representative allows for valid conclusions for several
quantum computing technologies.

Here, each qubit is realized as an artificial atom using a
non-linear inductor-capacitor circuit as depicted in Fig. 5(a).
While the linear inductor-capacitor circuit results in harmonic
potential which ultimately produces equally spaced energy lev-
els, in contrast, the non-linear elements lead to anharmonicity
which results in unequally spaced energy levels [54]. Typically,
the two lowest energy levels are considered to define the
computational basis state of a qubit- ground state represents
logic 0 and the next excited state represents logic 1 as shown
in Fig. 5(b). Besides that, the different anharmonic oscillators
also allow the addressing of individual qubits. As a result,
in a multi-qubit quantum computer, each qubit has a unique
frequency [55].

The two qubit interactions between fixed frequency qubits
are realized by one or more microwave pulses [56], [57]
for which the resonance couplers are used. In other words,
the couplers establish a cross-resonance coupling between
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(a) Circuit model (b) Energy levels

Fig. 5: Physical model of a superconducting qubit

two qubits – allowing to realize 2-qubit quantum operations.
Hence, each edge in the coupling graph could, in principle, be
realized by such resonance couplers. Note that the coupling
graph for IBM QX5 as shown in Fig. 3 has 22 edges, i.e.,
describes 22 qubit interactions for which 22 couplers are
required.

Typically, in the case of 2-qubit gates, the qubit with high
frequency is used as the control qubit and the qubit with
low frequency is used as the target qubit to achieve high
fidelity [58], [59]. Exceptions to this high frequency control
and low frequency target arise when the qubits are degenerated
or there is an interference between coupling qubits and other
qubits with low frequency.

This establishes couplings between two qubits and, by this,
supports operations on the target qubit based on the state of the
control qubit [60] and thus realizing 2-qubit operations such
as CNOT. However, such a strong coupling is only possible
between two qubits and can only be established if the qubits are
next to each other (otherwise, the qubits may degenerate which
results in a gate operation with very low fidelity). Eventually,
this led to quantum computer architectures with constraints
expressed by coupling graphs.

In general, the coupling constraints are not implicitly de-
fined. In other words, the coupling graphs, to some extent, are
defined arbitrarily while defining the quantum architectures.
As a result, there exists some degree of freedom on the design
of quantum architectures which we discuss next.

B. Potential Benefits
Reducing the gate overhead caused by the need of satisfying

the constraints from physical realizations obviously is the main
objective of all solutions introduced thus far for quantum
circuit realization. However, even if minimal overheads can
be achieved, their impact on the reliability of the resulting
computations remains substantial. Hence, to further improve
realizations, more avenues need to be explored. Changing
the constraints imposed by the existing quantum computer
architectures (and described by the coupling graphs) seems to
be a promising direction. Since those constraints resulted from
physical requirements, they have been taken as invariant and
were not questioned thus far. Herein, we show that, even if we
recognize that physical constraints have to be satisfied, some
degree of freedom exists. This allows for the design of valid
alternative quantum architectures onto which certain quantum
circuits can be realized with much less gate overhead than
before.

Fig. 6: Coupling graph of an alternative architecture

g1 g2 g3 g′4 g′5 g6

Q0 ← q1 • H • H q1

Q1 ← q0 T H • q0

Q2 ← q3 H • H q3

Q15 ← q2 H H H H q2

Fig. 7: Mapped circuit (assuming coupling graph from Fig. 6)

However, it is obvious that those characteristics do not
necessarily have to lead to quantum architectures as available
thus far. In fact, a coupling between qubits that follow these
characteristics can be established in numerous fashions. This
allows one to determine architectures with coupling graphs that
are much more suited for quantum circuits to be executed on
them. An example illustrates the idea.

Example 4. Fig. 6 shows the coupling graph for an alter-
native architecture that also satisfies the physical constraints
discussed above. In fact, this coupling graph is almost identical
to the coupling graph for the IBM QX5 architecture shown
before in Fig. 3, but differs in the directions of the edges.
Despite these minimal differences (which should not pose any
obstacles with respect to a physical realization), this allows
one to map the quantum circuit from Fig. 2 with much less
overhead as shown in Fig. 7. In fact, rather than 18 additional
gates, only eight additional gates are needed – a reduction of
the overhead by 55%.

This example sketches the potential benefits in the design
of quantum architectures: Rather than only satisfying physical
constraints (which, of course, always remains a primary ob-
jective), it should also be considered how good/bad a derived
architecture is able to realize quantum functionality. However,
thus far, those potential benefits have not been investigated and
it remains unknown whether such an additional consideration
indeed will lead to improvements.

C. Possible Concerns
Motivated by the idea and example from above, the re-

mainder of this work provides methods and results exploring
the illustrated potential benefits. Before doing so, we briefly
discuss some possible concerns that may stem from this idea.

First, the most obvious issue is whether it is too early
for the proposed idea. In fact, the development of quantum
architectures is intensely considered and several advancements
have been made. This can be observed in the emergence of dif-
ferent (and constantly improving) physical realizations. But the
question remains whether it is better to wait until an established
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quantum realization eventually crystallizes (from which cou-
pling graphs and corresponding architectures can be derived).
While this certainly is a valid argument, it puts designers of
those architectures in a kind of “chicken-and-egg”-situation:
Either first clarify all physical options or first perform the
evaluation on the possible impact and use this as motivation
for physicists to investigate further towards this direction. In
the first case, the full impact of the design choice may not
be known. Whereas in the second case, some dead end paths
may have been explored. We propose a compromise between
these two approaches and start evaluating the potential benefits
from a design automation perspective, while, at the same time,
constantly keeping the current (and possible future) limitations
in mind. Eventually, this leads to first approaches and results
(summarized in the remainder of this paper) which might not
perfectly address all concerns, but already start an evaluation
of the potential.

Following this argument, another issue might be whether
the physical constraints we are assuming in this work (cf. Sec-
tion IV-A) are indeed valid and whether the changes in physical
architectures as illustrated, e.g., in Example 4, can indeed
be implemented. While this certainly is a physical and not
a design question, current developments show that various in-
teractions between qubits can physically be realized. However,
this does not mean that arbitrary interactions always become
possible. But, there is a degree of freedom and exploiting
this freedom while, at the same time, trying to restrict the
generation of alternative coupling graphs as much as possible
is worthwhile to eventually determine an architecture that does
not not only satisfy physical constraints but also reduces the
costs.

Finally, the question might arise whether the result-
ing coupling graphs (and corresponding architectures) are
circuit-specific, i.e., whether the changes in the coupling graph
would be beneficial only for some selected quantum circuits
and not for arbitrary quantum circuits. While this indeed
might be the case, we have the same situation in the classical
realm, where, designers often choose architectures depending
on the applications to be executed on them. Still, this is much
better than just taking an “arbitrary” architecture. In fact,
many design evaluations involve benchmark circuits, i.e., it
is important to see how the architecture performs on a set of
circuits. The idea proposed in this work at least allows one
to evaluate the possible effects—which is the main motivation
of our work. Moreover, our evaluations (summarized later in
Section VI) show that, even for a broad variety of quantum
circuits, best case, average case, and worst case reductions
in gate overhead for the alternative architectures are better as
compared to the existing architecture.

Hence, despite these concerns, we believe that it is worth-
while to start evaluating the potential of alternative quantum
computing architectures. To that end, we present and eval-
uate some possible strategies in the following. While our
elaboration might not provide a comprehensive view taking
all physical constraints into consideration, it showcases the
potential of the proposed idea and provides a motivation for
researchers developing quantum computers and architectures
to not only take physical constraints into consideration (which

of course always have to be satisfied), but also to consider
design aspects of the quantum functionality.

V. EXPLORING THE POTENTIAL BENEFITS

In a naive fashion, exploring the potential benefits sketched
above is easy. One just needs to generate alternative coupling
graphs and map the respective quantum circuits to it in order to
see whether this yields more efficient results than when, e.g.,
IBM’s QX5 is considered as the coupling graph. However, ex-
ploring the potential benefits using “arbitrary” coupling graphs
is meaningless (in this case, a complete graph where all qubits
may arbitrarily interact with each other will be the best but
also physically most unrealistic solution). Hence, we consider
alternative schemes for coupling graph generation that, on the
one hand, allow one to explore the potential benefits while, on
the other hand, remain as close to the characteristics of existing
quantum computing architectures (and, by this, most likely will
also be physically possible). In the following, the considered
schemes are described. Afterwards, Section VI summarizes the
exploration conducted with graphs obtained by these schemes.

A. Flipping Edges of Existing Coupling Graphs
The first approach to generating alternative coupling graphs

involves the minor modification of the existing coupling graph
in order to still satisfy the physical constraints/restrictions
discussed in Section IV-A. To this end, we consider an existing
coupling graph (namely the one for IBM QX5) as a basis
for generating a modified one2. The modification is done by
randomly reversing the directions of selected edges that exist in
the given coupling graphs. More precisely, given an existing
coupling graph A = (Q,E), we randomly choose an edge
ei,j ∈ E pointing from qubit Qi to qubit Qj (Qi, Qj ∈ Q)
and flip its direction which results in an edge ej,i, now pointing
from qubit Qj to Qi. In a similar fashion, the directions of the
other edges in the graph can also be reversed. The choice of
the edges to be flipped is done in a purely random fashion.

Example 5. Consider the coupling graph for the IBM QX5
architecture as shown in Fig. 3. Applying the scheme described
above may lead to an alternative coupling graph as shown in
Fig. 6. As already discussed in Example 4, this reduces the
overhead by 55% from 18 to eight additional gates for the
case of the circuit from Fig. 2.

In the following, this scheme is denoted by Flipped Edges.
Architectures described by corresponding coupling graphs can
most likely be physically realized. In fact, reversing an edge
between two qubits requires no additional hardware except for
some minimal adjustments. More precisely, since qubit inter-
actions can physically be realized using resonance couplers
(cf. Section IV-A), each edge in an (alternative) coupling graph
could, in principle, be realized by such resonance couplers.
In the case of the example from above, the same number of
interactions need to be realized than in the original architecture

2Note that we considered the IBM QX5 architecture as a baseline to sketch
the general ideas of the proposed schemes. However, the methods proposed
here can easily be extended to other architectures as well.
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Fig. 8: Coupling graph determined by random modifications

and, hence, the same number of couplers are needed – only
the direction of some of them needs to be changed. As far
as physical realization is concerned, this requires a small
adjustment in the placement of the couplers which also seems
quite pragmatic since (1) the qubit arrangements are such
that the changes result in a graph with no other qubit in
between (allowing the possibility of qubit-qubit interaction
between them) and (2) there exists no connection between
other diagonally located qubits (which removes the possibility
of crossing of connections). This means that the physical
realizations require no additional hardware, but only slight
adjustments.

B. Random Modifications
While the coupling graphs generated by the above scheme

differ from the existing graphs with respect to the directions
of the edges, i.e., only minor modifications are made, more
substantial modifications can be made by a random approach
which is proposed as a second scheme to generate alternative
coupling graphs. We again consider an existing coupling graph
(such as the IBM QX5) as a basis for generating an alterna-
tive one. The modification is done by randomly adding and
removing edges that exist in the considered coupling graph.
More precisely, given an existing coupling graph A = (Q,E),
we randomly select a qubit Qi, its adjacent qubit Qj followed
by a qubit Qk which is adjacent to Qj ({Qi, Qj , Qk} ∈ Q).
Based on the edges with outward direction, we order the nodes
as control qubit to target qubit. Without the loss of generality,
assume that an edge points from Qi to Qj , while another edge
points from Qk to Qj resulting the order Qi > Qj < Qk. Next
we remove an existing edge between Qi and Qj and add an
edge either pointing from Qi to Qk or vice versa.

Example 6. Consider again the coupling graph from Fig. 3.
Applying the scheme sketched above, we choose qubits Q15,
Q2, and Q3 which are adjacent to each other (see Fig. 3).
Now, we remove the edge pointing from Q15 to Q2 and add
an edge pointing from Q15 to Q3. This leads to an alternative
coupling graph as shown in Fig. 8. Using this coupling graph,
the circuit from Fig. 2 can be realized as shown in Fig. 9.
Rather than 18 additionally gates (needed in the case of the
IBM QX5 architecture), this requires only eleven additional
gates – a reduction of the overhead by 39%.

In the following, this scheme is denoted by Moved Edges.
Architectures described by correspondingly obtained coupling
graphs can also most likely be physically realized. In fact,
the physical realizations of the resulting architectures obtained
from the scheme Moved Edges require a small adjustment in

Q0 ← q0 T H × −

Q1 ← q1 • H • H q1

Q2 ← q2 H H • q2

Q3 ← q3 q3
Q15 × • q0

Fig. 9: Mapped circuit (assuming coupling graph from Fig. 8)

the placement of the couplers which also seems quite prag-
matic since (1) the order of the qubits allows the possibility
of interaction between diagonally located qubits and (2) there
exists no connection between other diagonally located qubits
which removes the possibility of crossing of connections. In
fact, the required changes are very similar to the Flipped
Edges scheme and means that the physical realizations of
proposed architectures (for e.g., random modifications) require
no additional hardware as the qubit arrangement and the
number of qubit interactions remain the same as for the
original architecture. That is, the resulting graphs have the
same number of edges/connectivity as that of other (existing)
architectures. Therefore, the resulting coupling graphs satisfy
the constraints discussed in Section IV-A, which make these
architectures likely physically realizable.

C. Function-specific Generation with Restrictions

The schemes proposed above generate various coupling
graphs and, by this, allow us to evaluate the effects coupling
graphs have, in general, on the final quantum circuits. Never-
theless, in order to work towards the development of coupling
graphs/architectures, schemes considering the quantum func-
tionality to be executed in the resulting architecture can be of
interest. To this end, we first determine how often which qubit
pairs interact in the quantum functionality to be executed on
the architecture (this can be obtained from a representative
quantum circuit or defined by the designer). Based on the
number of interactions between the pairs of qubits, edges
are added between the corresponding pairs, which ultimately
generate a coupling graph. More precisely, for n logical qubits
{q0, q1, · · · , qn−1} of a given quantum circuit G, we add n
physical qubits Qi (where, i = {0, 1, · · · , n − 1}) in the
coupling graph A = (Q,E). Then, an edge ei,j is added to
E with a point of direction from physical qubit Qi to Qj
depending on the 2-qubit gate gl(qi, qj) ∈ G where, qi and
qj denote control and target qubits respectively. In a similar
manner, the other edges are applied between physical qubits
based on the remaining 2-qubit gates gm(c, t) ∈ G resulting
in a coupling graph A = (Q,E).

However, adding an edge between qubits based on every
2-qubit gates in a given circuit leads to a coupling graph
where all qubits may interact with each other. According to the
current physical constraints, this is unrealistic. To avoid such
unrealistic coupling graphs, we enforce two restrictions to the
graph: (1) only one edge exists between two qubits Qi and Qj
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and (2) each qubit Qi has an out-degree of 2. The choice of
the 2 target qubits for any qubit Qi is made depending on how
frequently 2-qubit operations occur between Qi and the corre-
sponding target qubits. Without loss of generality, assume that
the quantum gates {gl1(qi, qj), gl2(qi, qk), · · · , glk(qi, qm)} ∈
G occur T1, T2, T3 times (T1 ≥ T2 ≥ T3) respectively, then
we only add edges between qubits Qi to Qj and Qi to Qk
as T1 and T2 are higher than that of T3 resulting in no edge
pointing from Qi to Qm.

Overall, the above idea yields the quantum architectures
through the generation of coupling maps as follows:

1) Traverse a quantum circuit G =
{g1(c, t), g2(c, t), · · · , gp(c, t)} over n logical qubits
q = {q0, q1, · · · , qn−1} from left to right.

2) Create a list L.
3) For each 2-qubit gate gl(c, t) ∈ G with c, t ∈
{q0, q1, · · · , qn−1} and c ∩ t = ∅, store control
qubit, target qubit and number of interactions in
L.control, L.target and L.count respectively.

4) Sort the list L in descending order of the number of
interactions.

5) Add n physical qubits Q0, · · · , Qn−1 in a graph A =
(Q,E).

6) By traversing list L, for each L.control check if the
vertex Qi stored in L.control has out-degree less than
2. If this check fails, continue with the next L.control
in the list L. Otherwise, add an edge ei,j (ei,j ∈ E(A))
between vertices Qi and Qj stored in L.control and
L.target respectively, where, Qi and Qj act as control
and target qubits respectively. Increment the current out-
degree count of Qi by 1.

Example 7. Consider the circuit from Fig. 2 for which a
coupling graph is to be generated. Applying the scheme
described above, for each logical qubit qi, we consider a
physical qubit Qi. Now, we add an edge pointing from Q1

to Q0 by considering the gate g2 with q1 as control and q0
as target. In a similar manner, edges from Q2 to Q1 and to
Q3, and Q0 to Q3 are added according to the gates g4, g5
and g6 respectively. This leads to the coupling graph depicted
in Fig. 103. Using this coupling graph, the circuit from Fig. 2
can be realized with no additional gates4.

In the following, this scheme is denoted by Function
Specific. Architectures described by correspondingly obtained
coupling graphs can also most likely be physically realized. In
fact, the restrictions on out-degrees of the qubits allow limited
qubit interactions. In addition to this, only one-way interactions
between the pairs of qubits are allowed which is commonly the
case in other existing architectures. Hence, using the function-
specific scheme, if significant reductions in the overhead can
be achieved, the resulting alternative architectures may provide

3To stay in line with the goal of generating a 16 qubit architecture, we
have randomly generated the rest of the qubits Q4 to Q15 which are shown
with dashed circles/lines. However, we do not do that for larger circuits and
the evaluations in Section VI later considers only 16-qubit functionality from
which “full” 16-qubit architectures are generated.

4This is an ideal case. Usually, also the coupling graphs resulting from this
scheme lead to additional gate overhead (see Section VI).

Fig. 10: Dedicated coupling graph for circuit from Fig. 2

better solutions than the architectures available thus far.
Please note that, although the architectures determined by

following this scheme are optimized for a single (representa-
tive) function, it does not mean that no other quantum functions
can be executed better on this alternative. In fact, right now, all
existing architectures are designed without taking any quantum
circuit (or information about the application to be executed on
the desired device) into consideration. The scheme proposed
here at least allows to evaluate the possible effects. Moreover,
as the evaluations summarized later in Section VI confirm, that
this frequently leads to architectures that work well for the
function used as representative, but also for other functions.

VI. EXPERIMENTAL EVALUATION

Using the schemes described above, we evaluated the poten-
tial benefits of different quantum architectures. To this end, we
generated alternative coupling graphs/architectures (using the
proposed schemes) and mapped different quantum functional-
ity on them. Afterwards, we compared the resulting costs with
those of an existing architecture, namely IBM’s QX5. By this,
we were able to evaluate the effects the alternative coupling
graphs have on the respective costs and the potential benefits
which might be available when a coupling graph is generated
and when additionally taking the desired functionality into
consideration. In this section, we report and discuss the results
obtained by our evaluations. We first review the setup of the
case study and, afterwards, we discuss the obtained results.

A. Setup and Results

We used IBM’s QX5 (denoted as QX5) as a baseline and
generated a total of five alternative coupling graphs using
scheme Flipped Edges (resulting architectures are denoted
Aflip1 to Aflip5), a total of five alternative coupling graphs
using scheme Moved Edges (resulting architectures are denoted
Amove1 to Amove5), and a total of five alternative coupling graphs
using Scheme Function Specific. For the latter scheme, the
benchmarks qft_16, iqft_16, inc_237, cnt3-5_180, and ising_16
(taken from [1], [61]) have been used as representative quan-
tum functionality (accordingly, the resulting architectures are
denoted Aqft, Aiqft, Ainc, Acnt, and Aising, respectively). We
have chosen these five representative functions, because, out
of 50 benchmarks with the number of qubits ranging from 10
to 16, only these five functions are composed of 16-qubits –
allowing one to realize all the other considered benchmarks.

For the Scheme Flipped Edges and the Scheme Moved
Edges, we randomly choose edges of the original architecture
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(a) Flipped Edges (b) Random (c) Function Specific

Fig. 11: Obtained results

to flip or move, respectively. Since there are 22 edges in the
original architecture, the total number of alternatives would be
22!, i.e., significantly large. Hence, rather than checking out
this exponential number of possibilities, we randomly create
few alternative architectures by either flipping or moving the
edges and, then, apply them to realize the quantum circuits.
More precisely, we randomly generated 10 alternative architec-
tures. As an example, Fig. 6 shows an alternative architecture
which is obtained by flipping 11 edges (e

′

1 to e
′

11) of the QX5
architecture shown in Fig. 3. This alternative architecture is
named Aflip1. In a similar manner, the other architectures are
obtained using Flipped Edges and Moved Edges schemes.

On all architectures (the original architecture QX5 and all
newly generated ones), we realized a total of 50 quantum
functions which have been taken from [61] and were used in
previous work to evaluate NISQ mapping methods. The con-
sidered benchmarks are composed of 1- and 2-qubit quantum
gates such as Hadamard (H), T, CNOT (i.e., they are com-
posed of gates from the Clifford+T library). Each benchmark
is mapped to the quantum architectures using the mapping
scheme reported in [25] (which is also publicly available and
anyone can re-produce the results). The resulting realizations
have been generated on a computer with an Intel(R) Core(TM)
i5-6200U CPU 2.40 GHz and 8 GB RAM. The run-times range
from less than a second up to 3 minutes in the worst case5.
Afterwards, we determined the improvement or degradation
of the realizations from the newly generated coupling graphs
compared to the baseline QX5.

The results are summarized in the plots shown in Fig. 11
as well as in Table I. The plots in Fig. 11 provide the
relative improvement/degradation in the gate count (y-axis)
which was obtained when realizing the benchmarks on the
architectures Aflip1, . . . , Aflip5 (x-axis of Fig. 11(a)), the
architectures Amove1, . . . , Amove5 (x-axis of Fig. 11(b)), as well

5Note that, due to page limitations and since the run-time efficiency of the
respectively applied mapping method is no concern of this case study, we
omitted a detailed documentation of the run-times. All results, however, will
be made publicly available in an online repository in a possible final version.

as the architectures Aqft, Aiqft, Ainc, Acnt and Aising (x-axis
of Fig. 11(c)). Table I reports the best improvement, average
improvement/degradation, and worst improvement/degradation
for each architecture.

Note that we compare the improvement/degradation with re-
spect to the gate count. Other metrics such as T-count/T-depth
or fidelity exists as well, but do not provide substan-
tially further insights for our evaluations here. In fact, the
T-count/T-depth does not change since no additional T gates
are required when an initial quantum circuit is mapped to any
given quantum architecture. Similarly, the fidelity depends on
the gate count as well (i.e., the larger the number of gates,
the less the resulting fidelity). That is, although there might be
slight differences, the general conclusions would remain the
same. Hence, for sake of simplicity we focus on gate count
only.

B. Discussion

The results clearly confirm the thesis of this work: Cou-
pling graphs and, by this, the respectively defined quantum
architectures have significant impacts on the costs of the
quantum circuits realized for them. Both, small changes (as
in Scheme Flipped Edges; cf. Fig. 11(a)) as well as larger
changes (as in Scheme Moved Edges; cf. Fig. 11(b)) may
lead to improvements but also degradation in the costs of
up to approx. 25%. More precisely, Table I demonstrates
that, out of 10 alternative architectures, seven architectures
(Aflip1, Aflip2, Aflip5, Amove2, Amove3, Amove4, Amove5) are
better than the QX5 architecture, i.e., these architectures, on
average, realize better quantum circuits with less gate overhead
as compared to the QX5 architecture . In the best cases, these
architectures lead to a reduction in gate overhead by up to 22%,
however, in the worst cases, an increase in the gate overhead
by up to 25% is obtained as well. This is a significant effect
and clearly supports the idea that not only physical aspects
should be considered (which of course have to be satisfied and,
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TABLE I: Best, average, and worst case performance

architecture % improvement in gate overhead
name Best case Avg. case Worst case
Aflip1 19.1% 2.7% -12.3%
Aflip2 11.1% 1.1% -14.9%
Aflip3 11.9% -1.1% -16.3%
Aflip4 5.5% -0.7% -13.9%
Aflip5 9.8% 1.1% -15.4%
Amove1 11.7% -0.5% -19.4%
Amove2 11.7% 4.5% -12.4%
Amove3 22.5% 2.4% -24.5%
Amove4 11.8% 5.1% -21.5%
Amove5 10.3% 1.6% -25.1%
Aqft 37.3% 25.9% 2.5%
Aiqft 60.0% 24.4% -15.8%
Ainc 48.7% 34.3% -8.9%
Acnt 37.8% 21.0% -12.1%
Aising 47.6% 39.3% 16.4%

Fig. 12: Coupling graph derived from benchmark ising_16

hence, constitute a first priority), but that it is also worthwhile
to take the effect of an architecture in the realized quantum
functionality into account (e.g., as a second priority).

Moreover, the results obtained by Scheme Function Specific
(cf. Fig. 11(c)) show the potential benefits that are possible by
this. Even if only a single representative quantum functionality
has been considered when generating the respective architec-
tures, substantial improvements for almost all benchmarks are
achieved (on average, approx. 21% to 39%, in the best case
up to 60% less overhead are reported). In particular, the archi-
tecture Aising stands out. Although again only one benchmark
is used as a representative (namely ising), this architecture
allows for better realizations for all considered benchmarks.
This clearly shows the importance of considering alternative
architectures and their effect. Since the architecture Aising is
special, we show the resulting coupling in Fig. 12.

Of course, all these results are under the reservation that
the architectures generated by the proposed schemes indeed
can satisfy all physical constraints and can actually be phys-
ically realized. Ensuring this requires collaboration between
researchers from the quantum computing community and the
design automation community. But the results summarized in
Fig. 11 and Table I which are already obtained by heavily
restricted architectures/coupling graphs show substantial po-
tential benefits for this and provide a strong motivation towards
that.

VII. CONCLUSION

In this paper, we explored the potential benefits of al-
ternative quantum architectures. To this end, we proposed
approaches for the generation of alternative coupling graphs

(and, by this, quantum computing architectures) that should
still be able to satisfy the physical constraints but, at the
same time, allow for a more efficient realization of the desired
quantum functionality. Moreover, we have confirmed through
evaluations the potential benefits of those alternative coupling
graphs which can reduce the mapping overhead by up to
almost 40% on average (while, in the best case, up to 60%
reduction in the mapping overhead is obtained). The results
of this work provide a motivation to researchers developing
quantum computers and architectures to not only take physical
constraints into consideration (which of course have always to
be satisfied), but also to consider design aspects of the quantum
functionality to be executed on the resulting devices.

In this regard, an obvious step for future work is the
physical realization of alternative architectures generated by
the proposed schemes. Here, a work recently reported in [62]
does provide a proper follow-up for the methods proposed
here. There, physical design steps for realizing alternative
quantum architectures are proposed. That is, while the con-
sideration of our work has been done from a design perspec-
tive to explore the potential benefit of alternative quantum
architectures, the following step of realizing the resulting
alternatives can be tackled following the discussions of [62].
Moreover, considering that the methods proposed in this work
are initial considerations to show the potential benefits, further
refining/improving upon the schemes proposed here remains an
further task for designers and tool developers. In this regard,
also the exploitation of other quantum computing concepts
such as teleportation (as initially proposed in [63]) remains
an issue for future work as well.
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