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Abstract—Quantum computers promise to solve several cat-
egories of problems faster than classical computers ever could.
Current research mostly focuses on qubits, i.e., systems where
the unit of information can assume only two levels. However,
the underlying physics of most (if not all) of the technological
platforms supports more than two levels, commonly referred to
as qudits. Performing computations with qudits increases the
overall complexity while, at the same time, reducing the number
of operations and providing a lower error rate. Furthermore,
qudits with different number of levels can be mixed in one
system to ease the experimental control and keep representations
as compact as possible. Exploiting these capabilities requires
dedicated software support to tackle the increased complexity in
an automated and efficient fashion. In this paper, we present a
qudit simulator that handles mixed-dimensional systems based
on Decision Diagrams (DDs). More precisely, we discuss the type
of decision diagram introduced as underlying data structure as
well as the resulting implementation. Experimental evaluations
demonstrate that the proposed solution is capable of efficiently
simulating mixed-dimensional quantum circuits, with specific use
cases including more than 100 qudits in one circuit. The source
code of the simulator is available via github.com/cda-tdum/MiSiM
under the MIT license.

Index Terms—quantum computing, qudits, simulation

I. INTRODUCTION

Quantum computing utilizes a different computing paradigm
that promises to solve several categories of problems compared
to classical computers. Examples include Shor’s algorithm [1]
to factorize integers, Grover’s search [2] for unstructured data,
and evaluating possible materials as catalysts in quantum
chemistry [3]. Around the globe, many research groups in
academia and industry (such as Google, IBM, and Microsoft)
try realize this potential and push on what technology can
achieve today.

However, thus far, the considered applications where mostly
limited to systems composed of two-dimensional qubits. This
neglects a large potential available through systems of higher
dimensions, inherently possessed by almost any underlying
technology of physical realizations of quantum computers. The
usage of higher dimensions increases the overall complexity of
building circuits but it also enables compression of previously
costly non-local gates between qubits into local gates on a
single qudit—increasing the fidelity of the resulting state [4].

The abstract idea for higher-dimensional systems and cor-
responding theory has been around for quite some time [5].
Fundamentally, qudits enable denser storage of information and
provide a much larger set of possible operations compared to

qubits. Given these advantages, basic control has been demon-
strated in physical platforms such as trapped ions [4], [6], to
photonic systems [7]–[10], superconducting circuits [11], [12],
Rydberg atoms [13], nuclear spins [14], cold atoms [15], nuclear
magnetic resonance systems [16] and molecular spin [17].

Recent developments in quantum algorithms have shown that
multi-level logic is a more natural architecture for implement-
ing complex applications [18], [19]. Simulations of models
representing fermion-boson interactions on mixed-dimensional
quantum computers could enable real-time simulations of quan-
tum electrodynamics and other field theories with continuous
or larger symmetry groups [20]–[22]. Gate decompositions on
mixed-dimensional systems offer reduced complexity due to
the temporary expansion of the Hilbert space [23]. This leads
to smaller circuits and a higher chance of success due to less
noise accumulation. Optimizing the usage of qudits of different
dimensions further improves circuit compactness and error rate,
as seen in recent research.

However, given these recent breakthroughs from physicists,
there is the risk of an emerging design gap, where powerful
multi-dimensional quantum computers are available but we do
not have means to utilize their power. To avoid this situation,
dedicated methods and software support are required to keep
up in the design automation domain before the point is reached,
where manually designing systems, circuits, and controls is
not tractable anymore.

We contribute to that by presenting a classical simulator
for mixed-dimensional quantum circuits, i.e., circuits where
each qudit may have a different dimensionality. To this
end, we propose an extension to edge-weighted Decision
Diagrams [24]–[26] which serve as the main data-structure to
cope with the (exponential) complexity of simulation. In the
past, decision diagrams have been proven to be a suitable data
structure to compactly represent exponentially-sized data in
many cases [24], [25], [27]–[30]. The type of decision diagram
proposed in this work dynamically captures the dimensionality
of each qudit in the mixed-dimensional system to minimize the
required memory. Further, it elegantly visualizes the individual
dimensionalities of the qudits. The experimental evaluation
on a set of benchmarks confirms the efficacy of the simulator
(publicly available at github.com/cda-tum/MiSiM) as tool for
design automation in mixed-dimensional systems.

The remainder of this paper is structured as follows. Sec-
tion II provides the necessary background on quantum states
and operations for higher-dimensional systems, i.e., qudits.
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Section III motivates the problem of quantum circuit simulation
and details the contributions of this paper. Section IV gives an
overview of the state of the art in quantum circuit simulation.
Section V describes the proposed type of decision diagram
for mixed-dimensional system and Section VI details the
corresponding implementation. Section VII summarizes the
experimental evaluation. Finally, Section VIII concludes the
paper.

II. BACKGROUND

In this section, we briefly review the basics of quantum
information processing with a focus on mixed-dimensional
quantum logic and how these concepts scale to the abstraction
of quantum circuits.

A. Quantum Information Processing

In classical computing, bit (binary digits) are the primary
unit of information, which can only exist in either the 0
or 1 state. In quantum computing, qubits (quantum bits) are
the corresponding unit of information. The key difference
from classical computing is that qubits can exist in any linear
combination of |0⟩ and |1⟩ (using Dirac’s bra-ket notation [31]).
However, constructing qubits involves restricting the natural
multi-level structure of the underlying physical carriers of
quantum information.

Therefore, these systems natively support multi-level logic
with the fundamental unit of information termed a qudit
(quantum digit). A qudit is the quantum equivalent of a
d-ary digit with d ≥ 2, whose state can be described as
a vector in the d-dimensional Hilbert space Hd. The state
of a qudit can thus be written as a linear combination
|ψ⟩ = α0 · |0⟩+ α1 · |1⟩+ . . .+ αd−1 · |d− 1⟩, or simplified
as vector |ψ⟩ = [ α0 α1 ... αd−1 ]

T, where αi ∈ C are the
amplitudes relative to the orthonormal basis of the Hilbert
space—given by the vectors |0⟩, |1⟩, |2⟩, ..., |d− 1⟩.

The squared magnitude of an amplitude |αi|2 defines the
probability with which the corresponding basis state i will be
observed when measuring the qudit. Since the probabilities have
to add up to 1, the amplitudes have to satisfy

∑d−1
i=0 |αi|2 = 1.

Two key properties that distinguish quantum computing
from classical computing are superposition and entanglement.
A qudit is said to be in a superposition of states in a given
basis when at least two amplitudes are non-zero relative to
this basis. Entanglement, on the other hand, describes a form
of superposition born from interactions in multi-qudit systems.
Entanglement is a powerful form of quantum correlation, where
the quantum information is encoded in the state of the whole
system and cannot be extracted from the individual qudits
anymore.

Example 1. Consider a system of one qudit with only three
energy levels (also referred to as qutrit). The quantum state
|ψ⟩ =

√
1/3 · |0⟩+

√
1/3 · |1⟩+

√
1/3 · |2⟩ is a valid state with

equal probability of measuring each basis. Equivalently, the
quantum state may be represented as vector

√
1/3 · [ 1 1 1 ]

T.
In a similar fashion, quantum systems of mixed dimensions

can be constructed. Extending the previous qutrit state by a
qubit enables representation of the following entangled state

|ψ′⟩ =
√

1/3 · |0⟩3|0⟩2 +
√

1/3 · |1⟩3|1⟩2 +
√

1/3 · |2⟩3|0⟩2—
equivalently represented by the vector

√
1/3 · [ 1 0 0 1 1 0 ]

T.

B. Quantum Operations
The state of a single d-level qudit system can be ma-

nipulated by operations which are represented in terms of
d× d-dimensional unitary matrices U , i.e., matrices that satisfy
U†U = UU† = I . This property makes quantum operations
logically reversible. Quantum operations can be divided in two
categories: local and non-local–entangling operations. Common
examples of local operations are the Pauli operations

X =

0 0 1
1 0 0
0 1 0

 Z =

1 0 0
0 ω 0
0 0 ω2

 , (1)

with ω = e2πi/d and d being the dimension of the single qudit.
The local operations shown in Eq. (1) are the generalization of
the qubit operations to a multi-level systems, in this particular
case a qutrit.

Qudit systems can be entangled and, for this reason, they
support a set of non-local operations, although these last
operations cannot be simply derived by generalizing entangling
qubit operations. Realizing entangling operations in qubit
systems is comparatively simple and rather unclear in qudit
systems. More precisely, for qubit systems it is sufficient
to compile the CNOT gate to the native operations of the
quantum hardware, because all qubit entangling operations
can be implemented by the controlled-NOT (CNOT) gate and
appropriate local operations on the subsystems [31]. In contrast,
for qudit systems this does not hold anymore and entanglement
can be generated in many in-equivalent ways. Consequently,
while any single entangling gate is sufficient for universal
quantum computation [32], not all entangling gates are equally
useful for any given application.

Example 2. Consider, the controlled-exchange gate CEX [4]
applied on two qudits and defined by

CEXc,t1,t2 :

{
Swap(t1, t2) if control is c
Identity otherwise

. (2)

This qudit-embedded version of the CNOT gate generates qubit-
level entanglement in a high-dimensional Hilbert space. How-
ever, there are gates that directly generate qudit entanglement,
such as the controlled-SUM gate defined by

CSUM : |c, j⟩ 7→ |i, i⊕ j⟩, (3)

where ⊕ denotes addition modulo the dimension d.

These are just two examples of a more general theme in
qudit systems, where entangling gates differ in their entangling
power. The reasons why non-local qudit gates produce more
entanglement than qubit ones are presented in depth in
Ref. [33].

C. Quantum Circuit
After discussing how operations are represented for qudits

and mixed-dimensional systems, it is relevant to discuss how to
apply a quantum operation, called gates in the quantum circuit



Figure 1: A mixed-dimensional circuit with three qudits

representation, and how algorithms for quantum systems can
be represented as well. The matrices representing quantum
operations describe the evolution of a quantum system. For
this reason, the application of a U operator can be determined
by multiplying the corresponding input state from the left with
the matrix U , and the output state is the final state of the
evolution imposed by U .

Example 3. Consider a three-level qudit (i.e., a qutrit) initially
in the state |0⟩. Applying the Hadamard operation H3 to it
yields the output state shown before in Example 1, i.e.,

H3 · |0⟩ =
1√
3

1 1 1

1 e
2π
3 e

−2π
3

1 e
−2π
3 e

2π
3

 ·
10
0

 =
1√
3

11
1

 .
Given multiple qudits of different dimensions and several

operations applied to them according to an algorithm, we can
illustrate the sequence as a quantum circuit. For a quantum
circuit consisting of multiple mixed-dimensional qudits, the
unitary matrix will be of dimension

∏
i di ×

∏
i di with di

denoting the dimension of each qudit. The application of the
operation will require an input state of the size of

∏
i di entries.

Later on, adjustments to the matrices to match the size of the
system are going to be discussed in more depth.

Example 4. The quantum circuit in Figure 1 shows three lines,
in order: a qubit, a qutrit (3 levels), and a ququart (4 levels),
as well as three different types of operations, a local operation,
two controlled operations, and measurements. The controlled
operations on qudits apply a unitary to a target line only if the
control qudit is in a |i⟩ between 0 and d−1, with d dimensions
of the control qudit. The control state is marked inside the
circle on the control line. The first operation is a Hadamard
applied to the qutrit. Afterwards a controlled-on-1 Pauli X
(normally addressed as CNOT) is applied to the ququart and
lastly to the qubit. Finally, the three units of information are
measured in order to derive the outcomes of the circuit. The
state of the system after the application of each operation can
be viewed as intermediate, as the output state of one is the
input state of another.

III. MOTIVATION

In this work, we investigate how to efficiently simulate quan-
tum circuits where the qudits can have different dimensions,
referred to as mixed-dimensional systems. To this end, the
previous section provided the basis for understanding quantum
information, with a particular focus on multi-level quantum
logic, i.e., systems with both qubits and qudits. In this section,
we review the design automation task of quantum simulation

that is going to enable the utilization of mixed-dimensional
systems. Following that, we discuss the challenges of simulating
quantum computations and the benefits of simulating quantum
circuits of mixed dimensionality.

A. Simulation
Simulation of quantum circuits is an important task in the

domain of design automation. In essence, the simulation of a
quantum circuit is conducted by successively applying opera-
tions in sequence to an initial quantum state, i.e., multiplying
matrices and vectors. While quantum circuit simulation is
simple, the exponential memory requirements in the number
of qubits make it hard in practice. With qudits of higher
dimensions, this memory requirement becomes even higher.

More precisely, given a system with N qudits of possibly
mixed dimensions, a vector describing this system will have
length D =

∏N−1
i=0 di, with di denoting the dimension of each

qudit. Correspondingly, the matrices representing the operations
on this system will have dimension D ×D. In fact, even for
operations that affect only a subset of qudits, they have to be
“padded” with the appropriate identity operations to ensure the
correct (large) size (using the Kronecker product [31]).

Example 5. Consider the Hadamard gate on a qutrit as
shown in Figure 1, also denoted H3, affecting the second
of the three qudits. Applying this operation leaves the first and
third qudit untouched, i.e., it applies the identity operation
of appropriate dimension. This is achieved by combining the
Hadamard operation and identity operations via the Kronecker
product as in the following illustration:

I2 ⊗H3 ⊗ I4 =



:: :: :: :: :: :: :: :: :: :: :: ::
:: :: :: :: :: :: :: :: :: :: :: ::
:: :: :: :: :: :: :: :: :: :: :: ::
:: :: :: :: :: :: :: :: :: :: :: ::
:: :: :: :: :: :: :: :: :: :: :: ::
:: :: :: :: :: :: :: :: :: :: :: ::

:: :: :: :: :: :: :: :: :: :: :: ::
:: :: :: :: :: :: :: :: :: :: :: ::
:: :: :: :: :: :: :: :: :: :: :: ::
:: :: :: :: :: :: :: :: :: :: :: ::
:: :: :: :: :: :: :: :: :: :: :: ::
:: :: :: :: :: :: :: :: :: :: :: ::


Here, each dot represents an element of the combined operation.
The result is a matrix with 24× 24 entries.

Example 5 should convey an intuition about the rapid
increase in size for state vector and operation matrices with
respect to the number of qudits and their respective dimension-
ality. Consequently, the simulation of quantum computations
requires an asymptotically exponential amount of memory with
respect to the number of qudits. Single measurements of a
quantum state suffer from the same complexity, but repeated
measurements can be done in amortized linear time [34].

The memory complexity can be lowered quite significantly
for many cases, especially for common single-qudit operations.
In essence, the operation can be applied to the state vector
directly, e.g., by swapping rows for the exchange-operation.
Further, quantum states with many zero entries may be
represented by sparse vectors [35]. However, the efficacy of
this approach diminishes with operations affecting an increased
number of qudits and quantum states that are not sparse.



Example 6. Consider the GHZ state of two qutrits, i.e., qudits
of dimension three, as an example of an entangled state,
given as |ψ⟩ = 1√

3
(|00⟩ + |11⟩ + |22⟩). The corresponding

state vector is ψ = 1√
3
[ 1 0 0 0 1 0 0 0 1 ]. Here, only three out

of nine entries are non-zero.

B. The Case for Quantum Circuit Simulation
As highlighted in the previous section, the simulation of

quantum circuits is conceptually simple but not easy in its
execution. This where design automation comes into play to
enable realizing the impact of high-mixed-dimensional systems.
There is a great need for new automated methods, software
frameworks, and theory, where only preliminary results have
been achieved [36]–[40]. In this section, we make the case
for utilizing the domain knowledge of design automation to
overcome the exponential complexity in many cases. In fact,
the need for better solutions to quantum simulation lies not
only in the capability of understanding quantum computations
but in enabling the study of new applications and new features
created by using mixed-dimensional systems.

There are three immediate advantages in having an appro-
priate simulator for mixed-dimensional quantum systems.

1) Getting otherwise opaque information about the quantum
state.

2) Enabling design exploration.
3) Aiding in verification.
4) Identifying potential for compression.
The inner processes of a quantum computer are funda-

mentally opaque. Trying to “look at” a quantum state will
inadvertently make it decay into a basis state – immediately
destroying any superposition or entanglement. However, we
can accurately calculate the exact information of a quantum
state by classical means. Of course, this is only possible for
smaller systems due to the exponential overhead in the number
of qudits. Nevertheless, classical simulation is an important tool
for algorithm development and debugging. This becomes even
more important when targeting higher- and mixed-dimensional
systems. Their increased complexity also effects the developers
of these system, making automated software support a necessity
to reduce errors and speed up the design.

The second motivation is that simulation can take on the
role of a tool for design exploration. In fact, in qudit systems,
it is overall possible to explore new trade-offs between using
higher-levels in the single qudit and using ancilla lines. The
first one is similar to the effect of using ancilla qubits, but
with a simpler circuit complexity and hardware design [23].
On mixed-dimensional systems this can be achieved with
a temporal expansion of the Hilbert space. This leads to
smaller circuits that have a higher chance of succeeding due
to the smaller noise accumulated. However, just increasing the
dimension of all qudits in a quantum circuit still leaves room
for improvement [41], [42]. A simulator enables the study
of different circuits, composed of more or less ancilla lines,
depending on the limitations and potential of the implementing
platform. This can lead to a more accurate study of suitable
circuits for dedicated platforms and applications.

Classical simulation of quantum circuits also aids in verifi-
cation schemes. On the one hand, it helps circuit equivalence

Figure 2: Verification of a quantum circuit given the original
algorithm, or the unitary representing the evolution.

checking by simulating two circuits with identical initial
states and comparing the output. This is an easier task
than constructing the matrices and comparing these. Such
schemes that incorporate quantum circuit simulation have been
proposed [43], [44]

Finally, it is possible to see through simulations that the
computation may happen only on specific levels of a qudit. This
could allow the compression of a single qudit’s computational
space from a higher dimension to a lower dimension restricted
to only the useful levels [45]. By this, the representations
become more compact, reflecting into a competitive error rate
and experimental control, typical of the state of art of qu-
dit systems [4]. The simulation of mixed-dimensional systems
opens new possibilities in the field of circuit compression. Two
examples illustrate the ideas.

Example 7. The use of a simulator could be of use for
verifying that a compiled quantum circuit, a new decomposition,
or a particular encoding preserves the intended original
functionality defined in the algorithm. In Figure 2, this is
illustrated using a simple use case, where a unitary has been
compiled to a mixed-dimensional system and the simulation
can tell us if, given an initial input state, the final states of
the two are identical. If true, the circuit performs correctly the
intended algorithm.

Example 8. Consider the following operation U :

U =


1 0 0 0 0

0 e
2π
3 e

−2π
3 0 0

0 e
−2π
3 e

2π
3 0 0

0 0 0 1 0
0 0 0 0 1

 . (4)

It is possible to note that the local operation is operating only
on two levels of the original five-level system (i.e., of a ququint).
Taken into account that many operations are applied to only
a subset of the available levels, we can consider the original
system to be of only two dimensions, and consequently remap
the logic levels to |0⟩ and |1⟩. This results in a more compact
operation of dimension 2× 2, namely

U ′ =

[
e

2π
3 e

−2π
3

e
−2π
3 e

2π
3

]
. (5)



C. Contribution
Motivated from the above, we present a mixed-dimensional

quantum circuit simulator, based on decision diagrams, with a
publicly available implementation. The aim is to investigate a
new method for an efficient simulation of circuits with qudits
of arbitrary and mixed dimensionality.

The proposed approach is motivated by the success of the
decomposition schemes used in [24], [26], that fall under the
family of Decision Diagrams (DDs; [24], [25], [27]–[30]) used
in various fields of design automation, especially in simulation,
verification, and synthesis. Further, the structure of directed
acyclic graphs, which resemble tree, can elegantly illustrate
the dimensionalities, interactions, and entanglement in mixed-
dimensional systems.

This will unlock the potential benefits of this generalized type
of quantum circuit by exploiting more compact representations
for quantum states and operations on mixed-dimensional
systems. In the following sections, we provide a review of the
current state of art in quantum circuit simulation, introduce
decision diagrams and their benefits, and describe in detail our
proposed representations and required manipulation algorithms.

IV. STATE OF THE ART

There has been an ongoing and significant interest from
researchers and engineers in developing solutions for sim-
ulating quantum computations. There are several available
solutions that individually make use of different data structures,
e.g., arrays [46]–[49], decision diagrams [26], [29], tensor
networks [50], [51], and matrix-product states [51]. However,
the vast majority of these simulators have been developed so
far with the focus on qubit systems and their related circuits,
while qudit systems have not been provided with the same
software support. Qubit simulators can be divided in two main
categories.

The first category of simulators is referred to as array-based.
These simulators have limitations due to their reliance on the
straightforward representation of quantum states and operations.
Typically, simple 1-dimensional and 2-dimensional arrays are
used. To simulate larger quantum systems, they require massive
hardware power, such as HPC infrastructures composed of
thousands of nodes, and petabytes of distributed memory. The
utilization of accelerators and dedicated hardware can improve
the run-time of the matrix-vector multiplications.

The second category of simulators relies on specialized
data structures. For example, solutions based on decision
diagrams [26], [29], have been proposed to exploit redundancies
to gain a more compact representation of state vectors and
matrices. Simulators based on tensor networks, such as those
found in popular software packages [52], [53], share a similar
goal of simulating quantum systems. However, they achieve
this goal by compressing the information using a network of
tensors that are contracted together in a specific way. One
example of such a simulation method is the Matrix Product
States (MPS), which efficiently calculates physical properties
of one-dimensional quantum systems [51]. There are also
examples of simulators using a combination of matrix-vector
multiplication and tensor networks as qsim [50], which supports
a variety of circuit models.

However, the available implementations offer preliminary
support of higher-dimensional systems at best, if at all. There
are early examples of trials to qudit simulations of quantum
circuits of homogeneous dimensions, that peaked with a
proof-of-concept prototype of QMDDs [24]. More recent
attempts come from the established framework for quantum
circuits manipulation and simulation, Google’s Cirq [50]. It
provides the core functionalities for the simulation of quantum
circuits but requires the scientists to explicitly integrate the
software with the desired gate set and special circuit construc-
tions. Hence, unfortunately, Cirq supports mixed-dimensional
quantum circuit simulation only in principle. The recently
published qudit simulator QuDiet [54] provides a qubit-qudit
quantum simulator package with quantum circuit templates of
well-known qubit quantum algorithms for fast prototyping and
simulation. QuDiet shares several similarities with Cirq and
qsim [50] in terms of software structure and philosophy. So
far, the existing simulators are focused on providing interfaces
for the development of specific use cases rather than being
ready-to-use qudit simulators. This lack of availability of the
current software platforms and subsequent lack of automated
methods is a major obstacle in development for higher- and
mixed-dimensional systems.

V. DECISION DIAGRAMS

A key aspect of developing an efficient simulator is to con-
quer the correspondingly resulting exponential complexity for
as many cases as possible. In the past, decision diagrams have
been proven to enable efficient representation of exponentially-
sized data in many cases [24]–[30], [55], [56]. In essence, they
achieve their compactness by exploiting redundancy in data
they represent. This section introduces the decision diagrams
for representing quantum states and operations of mixed-
dimensional systems.

A Decision Diagram (DD) is a Directed Acyclic Graph
(DAG), composed of nodes and directed edges. The nodes are
organized in levels, which each level representing one qudit.
The edges represent the connection between the qudits and have
additional information annotated to them. This construction can
represent quantum states and quantum operations as detailed
in the following sections.

A. Quantum States

The general idea of using decision diagrams to represent
quantum states is based on repeated decompositions of the
corresponding vectors. To this end, consider an n-qudit
quantum state qn−1, qn−2, . . . , q0, where qn−1 is arbitrarily
designated the “most sigificant qudit”. This state is split into
equally-sized parts based on the dimensionality of qudit qn−1.
Each part is represented by a successor node which also encodes
the decision for the value of qn−1. The splitting procedure is
then repeated for each part until the individual complex entries
in the original vector are reached. During this process, the
complex amplitudes of each basis state are stored in the edge
weights and equal sub-vectors (up to a complex factor) are
represented by the same nodes. To guarantee canonicity, the
nodes are normalized such that the sum of squared magnitudes
of out-edges of a node add up to one. The resulting decision



Figure 3: A state vector of a qutrit-qubit entangled state and
the corresponding DD representation.

diagram has a root node qn−1, at least one node for each further
qi, and finally a single terminal node, which does not have any
successor. The decisions on the value of the qudits is recorded
so it can be reconstructed. Reconstructing the amplitude for
individual basis states is achieved by accordingly traversing
the decision diagram and multiplying all edge weights along
the path. An example illustrates the idea.

Example 9. Consider the quantum state 1√
3
(|00⟩−|11⟩+ |21⟩)

in a qutrit-qubit system. Figure 3 gives both, the representation
as vector and as decision diagram. The vector has 6 entries
due to the product of the local dimensionalities: 3 for the qutrit
and 2 for the qubit. The root node q1 has 3 outgoing edges,
one for each possible level in qutrit. The nodes in the second
level represent the qubit and have 2 edges each. The second
and the third edge of the root node point to the same qubit
node, due to the exploitation of redundancy. The q0 nodes point
to the terminal node.

Finally, in order to retrieve an amplitude of a basis state,
we start by multiplying the weights along the path composed
of the basis state we want to retrieve. In the of case |00⟩, we
compose 1/

√
3 · 1 · 1, corresponding to the weights of the root

node, the edge 0 of q1, and the edge 0 of q0. In case of the
bitstring |11⟩, we multiply 1/

√
3 · −1 · 1, corresponding to the

weights of the root node, the edge 1 of q1 and the edge 1 of q0.

B. Quantum Operations

The representation of quantum operations as decision di-
agram follows a similar scheme to that of quantum states.
Instead of splitting the vector, for quantum operations the
corresponding matrix is split into equal parts depending on the
dimenionality of the “most significant qudit”, e.g., 3× 3 = 9
parts in case of a qutrit. This scheme is again applied until
the individual complex numbers in the matrix are reached.
Equal sub-parts up to a complex constant are recognized and
stored by the same node in the decision diagram to achieve
compactness and canonicity. Again, an example illustrates the
idea.

Example 10. Figure 4 depicts the matrix U for a
controlled-on-1-NOT between a qutrit and a qubit, conse-
quently the matrix has dimension 6× 6. This operation, like
most controlled single-qudit operations, is sparse and has
high redundancy leading to a very compact decision diagram.
Further, the all-zero sub-matrices are immediately represented

Figure 4: A unitary matrix applying the a CEX, controlled on
the level |1⟩ of a qutrit applied to |0⟩ and |1⟩ of a qubit.

by zero stubs from the root node. Therefore, only three out of
the nine edges of the root node representing the qutrit point
to a non-zero successor. The first and last edge of the root
node, point to the same node that represents the pattern for
the identity matrix, while the other non-zero edge in between
point to a node that represents the qubit Pauli-X.

Similarly to the decision diagrams for quantum states, the
individual elements of the matrix are retrieved by following
a path and multiplying the complex edge weights on this
path. Considering the element for mapping |00⟩ to itself
(i.e., the element in the upper left corner), we multiply 1 · 1 · 1,
corresponding to the weights of the edge to the root node and
following the left-most edges from the following nodes.

C. Rationale for Choosing DDs

Decision diagrams have proven to be an efficient and compact
data structure for exponentially-sized information in many cases
in classical design automation and they have shown promising
result for design automation in the quantum domain thus far.
They exhibit multiple advantages, especially for quantum circuit
simulation, such as the following:

• Sub-matrices that contain all-zero elements are represented
with a zero-stub, i.e., a single edge of weight zero.

• Decision diagrams are canonical and, therefore, guarantee
exploiting redundancies in the data structure.

• During operations like multiplication and addition shared
nodes might be encountered more than once. This enables
caching of results and, therefore, an improved run time.

• The Kronecker product between two decision diagrams
requires only the reassignment of pointers from the
terminal node of the first DD to the root node of the
second (possibly followed by renormalization).

• Decision diagrams nicely model the locality of a single
qudit. The number of edges at each levels matches the
dimensionality of the qudit.

The aforementioned advantages of decision diagrams make
them promising candidates for quantum circuit simulation as
considered in this paper. There exist other data structures,
most notably tensor networks, that are commonly employed in
simulation. However, they serve a different purpose. For tensor
networks, the strength is calculating a single observable rather
than the full quantum state, where they decay to exponentially
sized vectors anyway [57].



VI. IMPLEMENTATION OF
MIXED-DIMENSIONAL DECISION DIAGRAMS

This section details important aspects of the implementation
of the previously presented decision diagrams. More precisely,
we cover construction of decision diagrams and illustrate how
the data structure is exploited for performing the basic oper-
ations for simulating quantum operations, i.e., multiplication
and state measurements. The full source code is available at
github.com/cda-tum/MiSiM.

A. Representation of States and Operations
As discussed previously, decision diagrams promise to

compactly represent quantum states and quantum operations in
many cases. This, so far, rather abstract discussion has to be
accompanied by an efficient implementation that can handle
the representations without intermediate steps that involve the
full vectors or matrices.

Instead of constructing decision diagrams representing
quantum states from the corresponding vector (which require
exponential memory), their direct construction is limited to
basis states [31]. In the presented implementation we consider
the basis states. This kind of quantum state can be described
linearly in the number of qudits. For the construction of the
decision diagram, one node for each qudit is required. Building
the state from a bottom-up approach will encode the state of
each qudit in a single node, connected via the edges (whose
edge weights encode the concrete state). By convention, the
initial quantum state in simulation is the all-zero state, which
has the nodes in the decision diagram only connected by the
left-most edges.

The second key ingredient is the efficient construction
of decision diagrams representing quantum operations: the
procedure for the construction is shown in Algorithm 1. For
the proposed simulator, we considered local operations with
arbitrary controls where the matrix for the local operation
is the only one that is ever actually kept in memory. In the
construction, each qudit is again considered in a bottom-up
fashion, i.e., from q0 to qn−1. Each qudit is either (i) the target
qudit, (ii) a control qudit, or (iii) not part of the considered
operation. For the target, a node with edges holding the values
of the local operation is created. For control qudits, if the
edges that represent a mapping where the operation is applied
are pointing towards the operations, the remaining edges will
point to the identity operation. This is known in the process
of the construction. However, unlike qubit systems where
controls are limited to |0⟩ and |1⟩, the controls can be on
arbitrary levels, therefore constructing controlled operations
becomes increasingly complex. For qudits that are not part of
the operation, the corresponding edges represent the identity
operation on these qudits.

To further optimize the construction process, special patterns
in the sub-matrices are identified. These patterns include the
identity matrix, symmetric, and transposed matrices. Especially
for the identity matrix, sub-graphs are stored in a lookup
table and referenced within the decision diagram when needed.
This approach avoids the repeated construction of identity
operations and speeds up normalization routines. Additionally,
caching identity patterns helps to efficiently construct decision

Algorithm 1 Make Gate DD

Require: Matrix Operation U , lines L, target line t, controls
c ⊂ C

Ensure: root edge e of Gate DD
eU = U entries as edges
for l in L, l < t do

Allocate eL = l.size() zero edges
for ei in eU do

if l is ctrl, w/ ctrl c and ei is diag then
eLc
← ei

for eLj in eL, j ̸= c do
if eLj

is diag then eLj
← I

elseeLj
← zero

else if l is ctrl, w/ ctrl c and ei not diag then
eLc ← ei

else ▷ Line is not a control
for eLj

in eL do
eLj ← ei

ei ← e to norm node w/ successors eL
eU ← e to norm node w/ successors ei ▷ Target line
for l in L, l > t do ▷ Variables above the target

Allocate eL = l.size() zero edges
for ej in eL do

if l is ctrl, w/ ctrl c and ej is diag then
if j = c then ej ← eU
elseej ← I

else ▷ Line is not a control
if ej is diag then ej ← eU

eU ← e to norm node w/ successors eL

diagrams for rotations of sub-spaces within the Hilbert space,
where matrices mostly consist of ones with only a few entries
representing the actual operation.

The key difference to previous implementations of decision
diagrams is the added capability of dynamically creating
decision diagrams with different dimensions for each qudit.
More precisely from the implementation perspective, the
number of out-edges of a node can be changed to accommodate
the given dimensionality. This marks a significant departure
from the fixed and static structures of previous types of decision
diagrams [24], [25], [27]–[30], making it adaptable for future
use cases where temporary expansion of the Hilbert space of
a qudit could be a crucial component for shorter circuits. The
implemented data structure is closer to the behavior of nature
than ever before.

B. Applying Quantum Operations

Given the construction of quantum states and operations
detailed in the previous section, this section covers the part of
the implementation that applies the operations to the states. To
this end, we consider the Kronecker product, multiplication of
decision diagrams, and measurement as the essential parts of
the implementation.

https://github.com/cda-tum/MiSiM


Figure 5: Kronecker product for decision diagrams

Algorithm 2 Kronecker Product
Require: root edge x, root edge y
Ensure: root edge e of x⊗ y

if x or y is zero then return zero
if x is scalar then return y.weight× x.weight
if LookUp(x, y) then return cached(x, y)

Allocate eN = x.node.size() zero edges
for ei in eN do

ei ← Kron(x.node.ei, y)
eK ← e to norm node w/ successors eN
eK .weight← eK .weight× x.weight× y.weight
return eK

1) Kronecker Product: The first part we consider for
applying quantum operations to states is the Kronecker product
for decision diagrams. For matrices, it is defined as

A⊗B =

 a0,0 ·B · · · a0,D−1 ·B
...

. . .
...

aD−1,0 ·B · · · aD−1,D−1 ·B

 .
This means that each element of A is replaced by the element
ai,j · B. Moreover, on matrices the Kronecker product is
computationally expensive, since each of the elements of the
exponentially-sized matrices has to be accessed at least once.

However, for decision diagrams, the Kronecker product is
efficient. The terminal node of a decision diagram represent-
ing A is replaced by the root node of B by means of changing
the corresponding pointers. Afterwards, for normalization, the
weight of the previous edge pointing to the root node of B is
multiplied to the root edge to A. This process is detailed in
Algorithm 2 and illustrated in Figure 5.

The implementation of the Kronecker product uses a
recursive approach that leverages the decision diagram; the
computational complexity of the operation is linear in the nodes
of the left-hand side operand.

2) Multiplication and Addition: As discussed in Sec-
tion III-A, multiplication and addition are the quintessential
operations necessary to conduct quantum circuit simulation.
Given a quantum state |ψ⟩ (with vector representation ψ) and
a unitary operation U , the operation is applied by:

ψ′
i =

D−1∑
k=0

ui,k · ψk,

where D is the dimension of the vector and ui,k (ψk) represents
an element in the matrix (vector). We can use the recursive
conceptual decomposition of the matrix (vector) represented by
the respective DD, but this time to perform the multiplication.
We use

ψ′ = U · ψ =

 U0,0 · · · U0,D−1

...
. . .

...
UD−1,0 · · · UD−1,D−1

 ·
 ψ0

...
ψD−1


=

σ0...
λ0

+ · · ·+

σD−1

...
λD−1


The algorithm will recursively follow corresponding paths in
the DDs for the matrix and the vector, and apply the operation
of multiplication between the sub-matrices and sub-vectors, as
detailed in Algorithm 3 and Algorithm 4. All the intermediate
state vectors can be added recursively, i.e.,

ψ′ =

σ0 + · · ·+ σD−1

...
λ0 + · · ·+ λD−1


The order and structure of the sub-multiplications and
sub-additions follow the structure of the decision diagram. Con-
sequently, the complexity is bound to the decision diagram in
terms of number of nodes. However, the reduction of the nodes
allows to cache intermediate results. Finally, the reduction of
DDs potentially delivers an exponential improvement in terms
of memory complexity, as well as in terms of time complexity
by terminating early sub-computations already performed. The
final step of multiplication is, naturally, the normalization of
the decision diagram. The procedure is recursive and included
in the steps described in Algorithm 4.

The multiplication and addition operations have been op-
timized to account for the dynamic structure of the decision
diagrams. Unlike previous versions of the data structure
where the number of edges was fixed and known beforehand
(i.e., pointers in an array), the current version uses a vector
with variable-sized edges (pointers), which allows for greater
flexibility. Despite the added overhead of checking the size
and iterating over each edge, the implementation remains
relatively efficient compared to previous fixed versions of the
data structure.

3) Measurement: The measurement can be interpreted as
a global measurement since the outcome of the simulation is
the state vector of the system. Decision diagrams enable a
measurement procedure that is linear in the number of qudits.

The process of measuring (or sampling) from the decision
diagram requires one traversal of the decision diagram in a top-
to-bottom manner, starting from the root node. At each node,
the squared magnitude of each edge weight are the probability
that this edge should be followed. After following the edge to
the next node, this procedure is repeated until the target node is
reached. The corresponding basis state is then given by the path
through the decision diagram (the index of each edge gives the
corresponding level, starting with zero) and the product of the
edge weights on the path gives the corresponding amplitude.



Algorithm 3 Multiplication
Require: root edge x, root edge y
Ensure: root edge e of x× y

if x or y is NULL or x.weight or y.weight = 0 then
return zero
if Terminal(x) and Terminal(y) then return Terminal e,
w/ e.weight = x.weight× y.weight
if LookUp(x, y) then return cached(x, y)

if x is I then return y

if y is I then return x

Allocate eN [R] zero edges ▷ Edges for Results
for i in R do ▷ Rows

for j in C do ▷ Columns
for ek in eN , k = R ∗ i+ j; do

ek ← ek +Mult(ex[R · i+ k], ey[j + C · k])
Cache eK ← e to norm node w/ successors eN
eK .weight← eK .weight× x.weight× y.weight
return eK

Algorithm 4 Addition
Require: root edge x, root edge y
Ensure: root edge e of x+ y

if Terminal(x) then return y

if Terminal(y) then return x

if x.node = y.node then return e, w/ e.weight =
x.weight+ y.weight and e.node = x.node

if LookUp(x, y) then return cached(x, y)

Create eN edges with eN .size() = x.nodes.edges.size
for i = 0 . . . eN .size()− 1 do

ey,next ← eyi.node; ey,next.weight ← yweight×eyi.weight

ex,next ← exi.node; ex,next.weight ←
xweight×exi.weight

ej = add(ex,next, ey,next), i = j

return e to norm node w/ successors eN

VII. EXPERIMENTAL EVALUATION

We implemented the proposed approach and evaluated
its applicability. The implementation is publicly available at
github.com/cda-tum/MiSiM as part of the Munich Quantum
Toolkit (MQT, [58]).

The evaluation was performed on a server running
GNU/Linux with an Intel Xeon W-1370P (running at 3.6 GHz)
and 128 GiB main memory. The implementation is written in
C++ and was compiled with GCC 9.3.0. To demonstrate the
capabilities, a set of three different algorithms with multiple
instances was considered more precisely:

• Mixed W-States [59] given as states 1√
n
(|0 . . . 01⟩ +

|0 . . . 010⟩ + |10 . . . 0⟩). Qubit W-states embedded in
prime-dimensional qudits.

• GHZ States [60] were considered for n qutrits as
1√
3
(|0⟩⊗n + |1⟩⊗n + |2⟩⊗n).

• Random Circuits built from randomly selected local oper-
ations (Hadamard and Givens rotations) and entangling
operations (CEX and controlled Clifford operations).

The results are summarized in Table I. The first column
lists the name of the benchmark. The second column gives the
total number of qudits where as the following four columns
give the number of qudits for each level, i.e., the number of
qubits (2), qutrits (3), ququads (4), and ququints (5). In the
following three columns, the number of operations, number of
nodes, and number of distinct complex numbers in the decision
diagram of the final state after the simulation are listed. Finally,
the last column lists the run time of each instance of the
benchmark.

For the algorithms Mixed W-State and GHZ state, Table I
nicely confirms the efficiency of the proposed approach and
the corresponding implementation. The simulation for these
algorithms completes in less than a second with a low number
of nodes and distinct complex numbers, as one might expect.
In contrast, the random circuits contain little to no redundancy
to be exploited by the decision diagrams and, therefore, can
be considered to show the worst-case behavior. Still, the
implementation can simulate these circuits with, for example,
8000 operations on 8 qudits within around 4 h, which, given the
individual number of levels, are comparable to 14 qubits. The
simulator is remarkable in its ability to deliver reliable results
for randomized circuits, also when those are comparable to a
larger 15-qubit system. Although the simulation process largely
terminates within two days, this time frame is a testament to
the efficiency and accuracy of the simulator’s algorithms. These
results confirm the efficacy of the simulator as a design tool
for mixed-dimensional quantum circuits.

VIII. CONCLUSIONS

Design automation is an essential component in the devel-
opment of quantum computers and a key factor in unlocking
their full potential. In this paper, we proposed a classical
simulator for mixed-dimensional qudit systems. To this end,
we introduced a type of decision diagram capable of handling
the simulation of mixed-dimensional quantum circuits and
presented a corresponding implementation (publicly available
at github.com/cda-tum/MiSiM). More precisely, the proposed
decision diagrams encode the dimensionality of a qudit in the
number of out-going edges of a node, enabling a dynamic
handling of the dimension and fast adaption to the restrictions
imposed, e.g., after calibration of a qudit system. This compact
representation is the basis for the corresponding implementation,
which enables utilization of the method in real world context.
The experimental evaluation confirms the efficacy for the
selected set of benchmarks, ranging from easy circuits such as
the GHZ state to random circuits, which show the worst-case
behavior.
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Table I: Evaluations

Benchmark #Qudits #Qudits with Dimension #Operations #Nodes #Distinct C Run time

2 3 4 5

Mixed W-State 4 2 2 0 0 15 12 9 0.000
30 15 3 0 12 96 60 64 0.017
54 2 52 0 0 159 108 112 0.027
60 8 4 0 48 213 120 140 0.169
90 15 63 0 12 276 180 198 0.103
90 2 80 0 8 273 180 195 0.101

102 75 2 0 25 315 200 207 0.111
108 8 100 0 0 321 216 229 0.102

GHZ State 5 0 5 0 0 8 14 5 0.000
10 0 10 0 0 18 29 5 0.000
30 0 30 0 0 58 89 5 0.003
60 0 60 0 0 118 179 5 0.011

120 0 120 0 0 238 359 5 0.043
128 0 128 0 0 254 383 5 0.049

Random 2 0 0 2 0 2000 6 68 903 0.021
2 0 2 0 0 2000 5 40 835 0.015
2 0 0 0 2 2000 7 112 918 0.068
2 0 1 1 0 2000 5 52 451 0.016
2 0 1 1 0 2000 5 52 451 0.016

3 2 1 0 0 3000 10 66 575 0.021
3 0 0 2 1 3000 27 531 995 0.172
3 0 0 2 1 3000 27 545 173 0.184
3 1 0 2 0 3000 12 168 915 0.048
3 1 0 2 0 3000 14 227 513 0.069

4 1 2 0 1 4000 67 774 865 0.339
4 1 1 1 1 4000 44 870 383 0.380
4 2 2 0 0 4000 22 239 247 0.069
4 0 1 1 2 4000 107 2 651 118 4.172
4 2 1 0 1 4000 41 429 614 0.153
4 0 0 2 2 4000 106 3 141 654 6.564
4 0 2 1 1 4000 53 1 299 120 0.828

5 0 0 3 2 5000 507 16 771 562 231.361
5 1 1 2 1 5000 214 4 578 367 13.622
5 1 1 2 1 5000 161 3 287 282 6.592
5 2 0 1 2 5000 137 3 181 180 6.258
5 2 1 0 2 5000 101 2 319 028 3.094
5 2 0 1 2 5000 164 3 435 001 7.242
5 1 1 1 2 5000 217 5 732 896 22.778

6 2 1 1 2 6000 434 11 781 434 105.238
6 2 2 1 1 6000 486 7 518 639 38.225
6 2 1 0 3 6000 437 13 889 217 159.516
6 4 2 0 0 6000 137 1 324 892 0.959

7 3 1 2 1 7000 1308 23 540 630 390.539
7 3 1 0 3 7000 2447 42 457 590 1275.100
7 3 2 0 2 7000 577 16 793 344 227.600
7 2 2 1 2 7000 1301 41 679 061 1407.100

8 5 2 1 0 8000 572 11 114 401 85.309
8 2 3 1 2 8000 3902 135 137 166 14 972.200
8 2 1 2 3 8000 19886 432 117 869 170 405.000

The column “#Distinct C” shows the number of different complex numbers in the decision diagram.
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