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Abstract—This paper proposes a novel approach to Hamil-
tonian simulation using Decision Diagrams (DDs), which are
an exact representation based on exploiting redundancies in
representations of quantum states and operations. While the
simulation of Hamiltonians has been studied extensively, scaling
these simulations to larger or more complex systems is often
challenging and may require approximations or new simulation
methods altogether. DDs offer such an alternative that has not
yet been applied to Hamiltonian simulation. In this work, we
investigate the behavior of DDs for this task. To this end,
we review the basics of DDs such as their construction and
present how the relevant operations for Hamiltonian simulation
are implemented in this data structure—leading to the first
DD-based Hamiltonian simulation approach. Based on several
series of evaluations and comparisons, we then discuss insights
about the performance of this complementary approach. Overall,
these studies show that DDs indeed may offer a promising new
data structure which, for certain examples, can provide orders
of magnitudes of improvement compared to the state-of-the-art,
yet also comes with its own, fundamentally different, limitations.

Index Terms—Decision Diagrams, Quantum Simulation, Ten-
sor Networks, Quantum Computing

I. INTRODUCTION

Hamiltonian simulation is a powerful tool for understand-
ing the behavior of complex physical systems [1]–[4] and
related problems that can be mapped to Hamiltonians [5]–[7].
However, the development of efficient and accurate simulation
methods remains a significant challenge due the exponential
growth of the number of complex values needed to represent
quantum states and operators. Hence, straightforward solutions
such as statevector simulators [8]–[10] quickly run into scala-
bility issues. Dedicated data structures such as tensor networks
[11], [12] or neural network quantum states [13]–[15] remain
limited in their ability to handle large and complex systems
without reaching limits in memory or runtime requirements—
motivating the research for further complementary methods
which can overcome this limit for certain classes of prob-
lems [16], [17].

In this paper, we introduce Decision Diagrams (DDs) as
a new data structure for simulating Hamiltonians. DDs have
historically found great success in the domain of classical
computing as an efficient means to represent and manipulate
Boolean functions and, hence, classical circuits and sys-
tems [18], [19]. Inspired by their application in classical com-
puting, DDs were adapted to the quantum realm as a core data
structure for quantum circuit simulation [20], [21], quantum
circuit synthesis [22]–[24], quantum circuit verification [25],
and measurements with shallow circuits [26]. however, they
have yet to be applied to more general quantum systems.
Their main advantage rests on exploiting redundancies in

quantum states and operations which can lead to significant
compression in the memory requirements needed to represent
these structures and reduce the runtime necessary to perform
calculations. In this paper, we shed light on their ability to
simulate Hamiltonians and propose them as a complementary
tool to other state-of-the-art methods.

To this end, we first review the basics of Hamiltonian
simulation in Section II and describe the limits for simu-
lating Hamiltonian systems using the current state-of-the-art
methods in Section III. Motivated by that, we then introduce
DDs as a novel, complementary approach in Section IV—
aiming for a self-contained coverage without assuming any
computer science background. Eventually, this leads to the first
Hamiltonian simulation approach based on DDs.

Following this, we conducted several series of evaluations
and comparisons to gain insight into the performance of this
complementary approach. The obtained results (summarized in
Section V) clearly show that, for certain examples, DD-based
Hamiltonian simulation can provide orders of magnitude of
improvement compared to the state-of-the-art, i.e., methods
based on sparse calculations, statevector simulators, and tensor
networks. We also investigated the limitations of this pro-
posed alternative, which are fundamentally different for DDs
compared to the current state-of-the-art methods—requiring a
shift in perspective to fully utilize their benefits. We conclude
from these investigations that DDs offer a promising new data
structure for Hamiltonian simulation that is complementary
to existing approaches and, hence, may continue to play an
important role in the development of efficient and accurate
simulation methods.

II. HAMILTONIAN SIMULATION

In this section, the main concepts of Hamiltonian simula-
tion are reviewed. While the individual descriptions are kept
brief, the interested reader is referred to [27]–[29] for more
information.

A. Quantum Dynamics

Hamiltonian simulation is a computational technique used
to simulate the dynamics of physical systems. The energy
of a system is encoded into a mathematical object called
a Hamiltonian that describes the interactions and states of
a system. Based on this, the dynamics of a system can
be determined by solving the time-dependent Schrödinger
equation for some quantum state |Ψ⟩ and Hamiltonian H , i.e.,

d

dt
|Ψ⟩ = − i

ℏ
H |Ψ(t)⟩ . (1)



This results in the unitary time evolution operator U(t) that is
used to calculate the state at some time t, i.e.,

|Ψ(t)⟩ = e−iHt |Ψ(0)⟩ =: U(t) |Ψ(0)⟩ , (2)

where ℏ = 1 for simplicity. It is then possible to calculate the
dynamics of measurable physical quantities called observables
using the expectation value, i.e.,

⟨O(t)⟩ = ⟨Ψ(t)|O|Ψ(t)⟩ = ⟨Ψ(0)|U†(t)OU(t)|Ψ(0)⟩ . (3)

Examples of physical quantities that can be analyzed from
observables include the energy of a system, magnetization,
and the number of particles in a system [30].

B. Product Formula

The matrix exponential defining the time evolution operator
in Eq. (2) is often difficult or impossible to compute, especially
as it grows in size and complexity. In order to perform the
time evolution within a controlled error bound, the Lie product
formula can be used to break this operator into simpler,
more efficient operations [27], [28]. The matrix exponential
is decomposed into its constituent terms based on the Baker-
Campbell-Hausdorff (BCH) formula, i.e.,

exAexB = ex(A+B)+ 1
2x

2[A,B]+O(x3), (4)

where [A,B] is the commutator of A and B defined by
[A,B] := AB −BA.

This results in a matrix analog to the exponential identity
eaeb = e(a+b) which is commonly referred to as the first-order
Suzuki-Trotter decomposition, i.e.,

ex(A+B) = exAexB +O(x2). (5)

From this, it directly follows that

e(A+B) =
(
e

A+B
n

)n

= lim
n→∞

(
e

A
n e

B
n

)n

. (6)

Thus, the unitary time evolution for a Hamiltonian described
by a sum of terms H = A + B can be approximated by a
sequence of discrete timesteps δt = t

n , i.e.,

U(t) = e−iHt ≈
(
e−iδtAe−iδtB

)n

=
(
U(δt)

)n

, (7)

where n is known as the Trotter number. According to Eq. (4),
this approximation is exact whenever A and B commute since
in that case [A,B] = 0. In general, the approximation error
(known as Trotter error) scales with the number of non-
commuting terms in the Hamiltonian H (according to Eq. (4)).
Therefore, Hamiltonians with more non-commuting terms
require more Trotter steps to compensate for the error when
using product formulas. However, this also means that product
formulas perform especially well for simulating Hamiltonians
with commuting or nearly-commuting terms and, in such
cases, only require few Trotter steps.

For an overview on more precise error bounds that take into
account more specific parameters such as system size, see [29].

C. Ising Model
This paper will primarily focus on the transverse field

Ising model as a representative of an important class of
Hamiltonians. In its general form, it models the spins of
interacting particles and is described by the Hamiltonian

H = −
∑
⟨i,j⟩

Jijσ
[i]
x σ[j]

x −
∑
j

gjσ
[j]
z , (8)

where Jij is the interaction strength between nearest-neighbor
spin pairs at sites ⟨i, j⟩ and gj is an external field pointing
perpendicular to the interactions at site j. It is a natural
starting point for Hamiltonian simulation since it can be used
to formulate many computationally hard problems, such as
spin glasses, Quadratic Unconstrained Binary Optimization
problems (QUBOs), or graph partitioning [5]. The following
constrained version of this type of Hamiltonian will be used
to illustrate all proposed concepts and methods throughout the
remainder of this paper.

Example 1. The L-site finite 1D Ising chain is defined by

H = −J

L−2∑
ℓ=0

σ[ℓ]
x σ[ℓ+1]

x − g

L−1∑
ℓ=0

σ[ℓ]
z , (9)

where the parameters are site-independent, i.e., Jij := J and
gℓ := g. Using the product formula, a single Trotter under this
model has the form

U(δt) =

L−2∏
ℓ=0

ei Jδt σ
[ℓ]
x σ[ℓ+1]

x

L−1∏
ℓ=0

ei Jδt σ
[ℓ]
z , (10)

where each term is defined by the rotation gates

Rxx(θ) = e−i θ
2 (σx⊗σx)

=

 cos( θ
2 ) 0 0 −i sin( θ

2 )

0 cos( θ
2 ) −i sin( θ

2 ) 0

0 −i sin( θ
2 ) cos( θ

2 ) 0

−i sin( θ
2 ) 0 0 cos( θ

2 )

 (11)

and

Rz(θ) = e−i θ
2σz

=
(

e−i θ
2 0

0 ei
θ
2

)
.

(12)

For a 4-site chain, this decomposition is equivalent to the
circuit form with rotation gates applied first to even then odd
sites as sketched in the following figure:

U(δt) ≡

Rxx(−2Jδt)

Rxx(−2Jδt)

Rxx(−2Jδt)

Rz(−2gδt)

Rz(−2gδt)

Rz(−2gδt)

Rz(−2gδt)

D. Heisenberg Model
This paper also considers a related model called the Heisen-

berg model [31] which considers additional spin couplings
along the y- and z-axes. This is represented by the Hamiltonian

H =− Jx
∑
⟨i,j⟩

σ[i]
x σ[j]

x − Jy
∑
⟨i,j⟩

σ[i]
y σ[j]

y

− Jz
∑
⟨i,j⟩

σ[i]
z σ[j]

z − h
∑
j

σ[j]
z .

(13)



Example 2. The XXX Heisenberg model is a subset of
Heisenberg models such that Jx = Jy = Jz . The L-site finite
1D XXX Heisenberg chain is defined by

H =− J
(L−2∑

ℓ=0

σ[ℓ]
x σ[ℓ+1]

x +

L−2∑
ℓ=0

σ[ℓ]
y σ[ℓ+1]

y

+

L−2∑
ℓ=0

σ[ℓ]
z σ[ℓ+1]

z

)
− h

L−1∑
ℓ=0

σ[ℓ]
z .

(14)

For a 4-site chain, a single Trotter step decomposition is
equivalent to the circuit as shown in the following figure:

U(δt) ≡

Rxx(−2Jδt)

Rxx(−2Jδt)

Rxx(−2Jδt)

Ryy(−2Jδt)

Ryy(−2Jδt)

Ryy(−2Jδt)

Rzz(−2Jδt)

Rzz(−2Jδt)

Rzz(−2Jδt)

Rz(−2gδt)

Rz(−2gδt)

Rz(−2gδt)

Rz(−2gδt)

III. MOTIVATION

Hamiltonian simulation, reviewed above, is a crucial tool
for understanding the behavior of quantum systems under
different conditions. The physics research that uses quantum
simulation can help us explore new phenomena and deepen
our understanding of the fundamental workings of quantum
systems. At the same time, quantum simulation can also have
significant implications for material science and chemistry,
enabling researchers to design and develop new materials and
study chemical reactions at the molecular level.

By simulating the behavior of quantum systems using
Hamiltonians, researchers can gain insights into the dynam-
ics of quantum systems, and better understand how they
will behave under different conditions. This is an important
step in bridging theory and experimental results and can
help accelerate the development of new quantum devices
and quantum hardware. By simulating the behavior of these
devices, researchers can optimize their designs and improve
their performance.

Another important application of Hamiltonian simulation is
in the optimization of complex systems. Many problems in
fields such as machine learning [32] and logistics [33] can be
mapped to Hamiltonians, allowing researchers to explore the
energy landscapes and time-dynamics within given constraints.
This can help to identify optimal solutions to complex prob-
lems and drive innovation in fields ranging from drug design
to financial modeling.

A. General Problem

However, despite this broad spectrum of applications,
Hamiltonian simulation, at its core, relies on descriptions of
quantum systems that grow exponentially with system size.
Quantum states and operators, such as those that represent
Hamiltonians, are often described by complex vectors and
matrices, respectively. For example, for a system consisting of
L d-level systems, the quantum state |Ψ⟩ can be represented
by a vector in CdL

, and the operator O can be represented
by a matrix in CdL×dL

. As the system size and complexity
of interactions increase, these objects become increasingly
computationally difficult to simulate due to the exponential
growth in memory requirements and calculation runtime.

Therefore, there is a need for dedicated data structures that
can efficiently simulate quantum systems on classical comput-
ers while scaling well with system size and complexity. This
involves developing new algorithms and techniques that can
represent the exponential growth in a more manageable way.
This makes it possible to study more complex phenomena and
design new materials and devices. As quantum technologies
continue to advance, these classical methods will become
increasingly important for simulating and understanding quan-
tum systems in a wide range of applications.

Example 3. Consider again the scenario from Example 1
and, for simplicity, let J = g = 1. Assume that the system
starts in the all-zero state, i.e., |Ψ(0)⟩ = |0 . . . 0⟩ and that
we are interested in the expectation value of the observable
O = σ

[1]
z at t = 1. Then, using a single Trotter step and, hence,

δt = t
n = 1, this corresponds to the computation as shown in

the following figure:

|0⟩

|0⟩

|0⟩

Rxx(−2)

Rxx(−2)

Rz(−2)

Rz(−2)

Rz(−2)

Z

Rz(2)

Rz(2)

Rz(2)
Rxx(2)

Rxx(2)
⟨0|

⟨0|

⟨0|

This can be applied for multiple values of t such that we can
sample various points of the time evolution of the observable.
Although simple in theory, calculating the expectation value
for even a single time becomes computationally expensive for
large system sizes.

B. Related Work

In the past, various classical methods have been proposed to
tackle the underlying complexity of this problem in different
fashions. Each simulation method has its own strengths and
limitations, and the choice of which method to use depends
on the specific requirements of the simulation such that they
can be seen as complementary to each other.

More precisely, a direct method that can save memory and
computational time is by utilizing sparse vectors and matrices
that only store non-zero terms [34]. This method does not
require the decomposition of the time evolution operator into
local operations, but it still suffers from exponential scaling
according to system size and requires direct construction of
the unitary time evolution operator. This method is easily
accessible as many linear algebra packages such as SciPy have
direct support for sparse data structures and operations such
as the sparse matrix exponential [35].

Statevector simulation [8]–[10] is another method used for
simulating quantum systems by decomposing large unitaries
into circuits as done in the product formula described in
Section II-B. This method is very useful for simulating small
systems and is not limited by long-range interactions or deep
circuits. They do, however, grow exponentially with system
size as it is still necessary to store all the amplitudes of the
statevector.

Tensor networks, on the other hand, were developed to ad-
dress the exponential scaling problem of statevector simulation
in quantum many-body systems [11], [12]. They use local
tensors to describe the quantum state and operations such that
their complexity grows linearly with the system size based on
an Area Law [36]. Tensor networks can represent larger system



sizes than statevector methods, but complex operations such
as deep circuits or Hamiltonians with long-range interactions
require larger tensors to represent, leading to operations be-
coming computationally expensive and requiring high memory
storage [37]. The Time-Evolving Block Decimation (TEBD)
algorithm, which is based on the product formula as described
in Section II-B, is limited to short-range interactions, shallow
circuits, and one-dimensional geometries. The optimization of
the contraction order of the operations in this method is an
active area of research [38]–[42]. Furthermore, the values in
the tensors can be truncated, leading to an approximation of
the state [43].

There are also other relevant state-of-the-art simulation
methods that are not based on the product formula. For ex-
ample, Krylov subspace methods, such as the Time-Dependent
Variational Principle (TDVP, [44]), are not limited to short-
range interactions, but they are more computationally expen-
sive. Neural network quantum states (NQS, [13]–[15]) are
also a promising method for approximate simulation using
Monte Carlo methods, but they may require exponentially
many samples for large system sizes [45].

While all of these methods have pushed our simulation
capabilities forward, each has its own limitations such that
there is no perfect answer to all problems. In this regard,
there continues to be a need for alternative methods which
can expand these capabilities further.

IV. DECISION DIAGRAMS

In this section, we introduce a novel, complementary ap-
proach to classically simulate Hamiltonians based on (quan-
tum) Decision Diagrams (DDs). DDs are a data structure
inspired by Binary Decision Diagrams (BDDs) commonly
used to represent and manipulate Boolean functions in com-
puter science [18]. More specifically, a decision diagram, as
it is considered in this work, is a directed acyclic graph with
complex-valued edge weights that can be used to represent and
manipulate quantum states and operators. DDs have already
shown promise in classical quantum circuit simulation [20],
[21], synthesis [22]–[24], verification [25], and measurements
with shallow circuits [26]. However, their application to
Hamiltonian simulation has not been explored. The remainder
of this section presents an introduction to decision diagrams
as a data structure for Hamiltonian simulation. Our focus is
to make this introduction as self-contained as possible without
assuming any computer science background.

A. Representing Quantum States

The journey towards representing quantum states as de-
cision diagrams starts with the simple case of a single-site
system. The state |Ψ⟩ of such a system is described by two
complex-valued, normalized amplitudes α0 and α1, i.e.,

|Ψ⟩ = α0 |0⟩+ α1 |1⟩ , (15)

where |0⟩ and |1⟩ are the computational basis states of a
two-level system. This is commonly represented as a statevec-
tor

|Ψ⟩ ≡
(
α0 α1

)⊤
. (16)

A rather simple observation and consequence of Eq. (15) is
that this vector can be equally split into a contribution of the
|0⟩ state (α0) and a contribution of the |1⟩ state (α1), i.e.,

( |Ψ⟩︷ ︸︸ ︷
|0⟩
α0

|1⟩
α1

)⊤
. (17)

This decomposition lies at the core of the decision diagram
formalism. The decision diagram representing |Ψ⟩ has the
structure

|Ψ⟩ ≡ (α0 α1)
⊤ ≡

α0 α1

. (18)

It consists of a single node with one incoming edge that
represents the entry point into the decision diagram as well
as two successors that represent the splitting shown from
Eq. (17) and end in a terminal node (the black box). The
state’s amplitudes are annotated to the respective edges. Edges
without annotations correspond to an edge weight of 1.

Example 4. Consider the computational basis states |0⟩ and
|1⟩. Then, the corresponding decision diagrams have the
structures

|0⟩ ≡ (1 0)⊤ ≡
1

|1⟩ ≡ (0 1)⊤ ≡
1

. (19)

In each of the cases, one of the successors ends in the
terminal node, while the other ends in a zero stub (indicated
by a black dot)—notably resembling the corresponding vector
descriptions.

Building off the intuition from a single-site state, we can
move to larger systems.

Example 5. Consider the following statevector of a three-site
system:

|Ψ⟩ =
(

1
2
√
2

1
2
√
2

1
2 0 1

2
√
2

1
2
√
2

1
2 0

)T

(20)

Then, |Ψ⟩ can be recursively split into equally-sized parts
similar to Eq. (17), i.e.,

|q2q1q0⟩︷ ︸︸ ︷
|0q1q0⟩︷ ︸︸ ︷

|00q0⟩︷ ︸︸ ︷(|000⟩1
2
√
2

|001⟩
1

2
√
2

|01q0⟩︷ ︸︸ ︷
|010⟩
1
2

|011⟩
0

|1q1q0⟩︷ ︸︸ ︷
|10q0⟩︷ ︸︸ ︷

|100⟩
1

2
√
2

|101⟩
1

2
√
2

|11q0⟩︷ ︸︸ ︷
|110⟩
1
2

|111⟩
0

)⊤ ,

(21)



where q2, q1, q0 ∈ {0, 1}. This directly translates to the
decision diagram formalism:

q2

q1 q1

q0 q0 q0 q0
1

2
√
2

1
2
√

2
1
2

1
2
√
2

1
2
√
2

1
2

(22)
Each level of the decision diagram consists of decision nodes
with corresponding left and right successor edges. These
successors represent the path that leads to an amplitude
where the local quantum system (corresponding to the level
of the node, annotated here with the labels) is in the |0⟩ (left
successor) or the |1⟩ state (right successor).

At this point, this has just been a one-to-one translation
between the statevector and a fancy graphical representation.
The core, unique feature of decision diagrams is that their
graph structure allows redundant parts to be merged in the
representation instead of representing them repeatedly.

Example 6. Observe how, in the previous example, the left and
the right successor of the top-level (q0) node lead to exactly
the same structure. As a result, the whole sub-diagram does
not need to be represented twice, i.e.,

q2

q1

q0 q0
1

2
√
2

1
2
√

2
1
2

(23)

From a memory perspective, this reduction alone has com-
pressed the overall memory required to represent the state by
50%.

Identifying redundancies in these kind of representations
heavily depends on employing what is referred to as a nor-
malization scheme for the decision diagrams nodes [46]. Such
a normalization scheme makes sure that two decision diagram
nodes that represent the same functionality do indeed have the
same numerical structure. In computer science, this property
is referred to as canonicity [46].

The most commonly used and practically relevant normal-
ization scheme is to normalize the outgoing edges of a node
by dividing both weights by the norm of the vector con-
taining both edge weights and adjusting the incoming edges
accordingly [47]. This normalizes the sum of the squared
magnitudes of the outgoing edge weights to 1 and is consistent
with the quantum semantics, where basis states |0⟩ and |1⟩
are observed after measurement with probabilities that are
squared magnitudes of the respective weights. Normalization
is recursively applied in a bottom-up fashion to ensure that
every possible redundancy is being taken into account.

Example 7. Considering the decision diagram from the pre-
vious example, this results in the following normalized and
reduced decision diagram:

q2

q1

q0 q0

1√
2

1√
2

1√
2

1√
2

1√
2

1√
2 1

(24)

The first two levels (q2 and q1) of the above diagram naturally
encode that the respective sites have a 50/50 (|1/

√
2|2 = 0.5)

probability to be in |0⟩ and |1⟩. Meanwhile, the bottom level
(q0) encodes that the probability of q0 depends on the state of
q1. If q1 is in the |0⟩ state (following the left successor), then
q0 has probability 0.5 in both |0⟩ or |1⟩. If q1 is in the |1⟩
state (following the right successor), it is guaranteed that the
remaining site is in the |0⟩ state.

Overall, statevectors are represented as decision diagrams
conceptionally equivalent to halving the vector in a recursive
fashion until it is fully decomposed. The key idea is to
exploit redundancies in the resulting diagrams to create a more
compact representation. Some interesting properties that are
worth pointing out:

• Decision diagrams can be initialized in their compact
form (as, e.g., shown in Example 7). There is no need
to create the maximally large decision diagram (as, e.g.,
shown in Example 5) or work directly from the statevec-
tor representation at any point in a calculation.

• Determining a particular amplitude of the represented
state corresponds to multiplying the edge weights along
a single-path traversal from the top edge of the decision
diagram (called its root) to a terminal node.

• The efficiency of decision diagrams is commonly mea-
sured by their size, i.e., the number of nodes in the
decision diagram—the smaller the number of nodes, the
higher the compaction achieved by the data structure.
Note that the terminal (node) is typically not counted
towards the size of a decision diagram.

• Any product state naturally has a decision diagram con-
sisting of a single node per site. Highly-redundant states
such as the GHZ state or the W state also have decision
diagrams whose size (i.e., the number of nodes) is linear
in the number of sites. A compact DD does not, however,
correlate to the state being trivial.

• DDs are no "silver bullet." The worst case size of
decision diagrams, corresponding to states with no re-
dundancy, is still exponential in the number of sites.
More specifically, a maximally large decision diagram has
1 + 21 + 22 + · · ·+ 2L−1 = 2L − 1 nodes for L sites.

• In implementation, redundancy in the complex edge
weights is equivalent to comparison of floating point
numbers within some tolerance.

• To reduce visual clutter in illustrations of decision di-
agrams, edge weights are commonly not annotated ex-
plicitly, but their magnitude and phase is reflected in the



thickness and the color of the respective edge. In addition,
to make the correspondence of the individual levels in a
decision diagram to a system’s sites more explicit, the
nodes are frequently annotated with the site’s index as
an identifier. See [48] for further details on common
techniques for the visualization of decision diagrams.

B. Representing Quantum Operators

Quantum operators are fundamentally described by
(complex-valued) matrices. Just like moving from Matrix
Product State (MPS) representations to Matrix Product Oper-
ator (MPO) representations in the domain of tensor networks,
matrix decision diagrams are a natural extension of vector
decision diagrams by an additional dimension. To this end,
consider the base case of a 2× 2 matrix U , i.e.,

U =

(
U00 U01

U10 U11

)
= U00 |0⟩⟨0|+ U01 |1⟩⟨0|+ U10 |0⟩⟨1|+ U11 |1⟩⟨1| . (25)

Then, the decision diagram representing this matrix has the
structure

U ≡

U00 U01 U10
U11

, (26)

which again resembles the general structure of the matrix. Note
that Uij can be interpreted as the transformation of |j⟩ to |i⟩.

Example 8. The following shows decision diagram represen-
tations for selected single-qubit operations:

I =

(
1 0
0 1

)
≡
1 1

X =

(
0 1
1 0

)
≡
1 1

Rz(θ) =

(
e−i θ

2 0

0 ei
θ
2

)
≡

e−i θ
2 ei

θ
2

≡
e−i θ

2

1 eiθ

(27)

The last equivalence demonstrates how a common factor
between the edge weights can be pulled out and attached to
the incoming (root) edge.

The generalization to larger matrices works analogously to
the vector case. To construct the decision diagram representing
a matrix, the matrix is recursively split into quarters and the
four elements correspond to the four successors of the node
for representing that split. As with vector decision diagrams,
a normalization scheme is applied to ensure that the resulting
data structure is canonical and redundancy can be exploited.
The conventional approach is to normalize all edge weights
by the weight with the highest magnitude, selecting the
leftmost one if multiple weights have the same magnitude. It
is important to note that this ensures that all complex numbers
within the decision diagram have a magnitude of at most 1,
although this is subject to the implementation.

Example 9. Consider the maximally-entangling two-qubit
Rxx rotation represented by the matrix

Rxx

(
θ =

π

2

)
=

1√
2

 1 0 0 −i
0 1 −i 0
0 −i 1 0
−i 0 0 1

 . (28)

This matrix is equivalent to blocks of 2 × 2 matrices corre-
sponding to the identity I and the Pauli-X matrix, i.e.,

Rxx

(
θ =

π

2

)
=

1√
2

(
I −iX

−iX I

)
. (29)

The corresponding (already reduced) decision diagram has the
following structure:

1√
2

1

−i

−i

1

1 1 1 1
(30)

Notice how the decision diagram naturally resembles the
structure of the matrix. The nodes at the bottom represent
the identity and the X matrix (cf. Eq. (27)) while the node
at the top encodes the redundancy of the upper-left and the
bottom-right quadrant as well as the upper-right and the
lower-left quadrant in Eq. (29). Similar to Example 6, exploit-
ing redundancy has halved the overall memory requirement.

Again, some interesting properties to point out:
• Just as in the vector case, it is always possible to

work with the reduced form of matrix decision dia-
grams right away, i.e., without ever constructing the
exponentially-sized, maximally-large diagram.

• A maximally-large matrix decision diagram for an L-site
two-level system has

∑L
i=1 4

i−1 = 1
3 (4

L−1) nodes, with
each node having up to 4 scalar edge weights, determined
by sparsity, i.e., the number of zero stubs.

• Decision diagrams are not limited to local interactions.
Even long-range interactions between arbitrary sites typ-
ically emit compact representations as decision diagrams.
For example, any two-site interaction between arbitrary
sites can be represented as a decision diagram with at
most 1 + 4(L− 1) nodes—an exponential reduction.

• Decision diagrams are not limited to two-qubit interac-
tions either. For example, controlled quantum gates with
arbitrarily many controls (such as the multi-controlled
Toffoli gate) give rise to decision diagrams with a linear
number of nodes.

C. Fundamental Operations on Decision Diagrams
Merely defining means for compactly representing any kind

of state or operator does not yet allow one to perform Hamil-
tonian simulation. It is crucial to also define efficient means
to work with or manipulate the resulting representations. In
the following, we demonstrate how the most fundamental
operations for Hamiltonian simulation can be carried out
within the decision diagram formalism and how they scale.
We will mostly focus on how operations are realized on



vectors, since the concepts extend from vectors to matrices
in a straight-forward fashion.

The main concept throughout all of these schemes is to
recursively break the respective operations down into sub-
computations. This decomposition then naturally translates to
the recursive decomposition of decision diagrams. As such,
operations generally scale with the number of nodes in the
involved decision diagrams.

Kronecker Product

The Kronecker product is necessary for creating product
states as well as chaining together local operations. For
vectors, it can be expressed as

|Ψ⟩ ⊗ |Φ⟩ =
(
Ψ0 |Φ⟩
Ψ1 |Φ⟩

)
=

Ψ0

(
Φ0

Φ1

)
Ψ1

(
Φ0

Φ1

)
 . (31)

In the decision diagram formalism, this is one of the simplest
operations to perform and is done by simply replacing the
terminal nodes of the first decision diagram with the root node
of the second decision diagram. In case of the above example,
this has the following form:

Ψ

Ψ0 Ψ1

Φ

Φ0 Φ1

⊗ Ψ

Φ

Ψ0 Ψ1

Φ0 Φ1

=

(32)

As such, its complexity is linear in the number of nodes of
the first decision diagram.

Addition

Standard vector addition can be recursively broken down
according to

|Ψ⟩+ |Φ⟩ =
(
Ψ0

Ψ1

)
+

(
Φ0

Φ1

)
= w

(
α0

α1

)
+ w′

(
α′
0

α′
1

)
=

(
wα0 + w′α′

0
wα1 + w′α′

1

)
,

(33)

where w and w′ are common factors of the terms in |Ψ⟩ and
|Φ⟩, respectively.

In the decision diagram formalism, this corresponds to a
simultaneous traversal of both decision diagrams from their
roots to the terminal (multiplying edge weights along the way
until the individual amplitudes are reached) and back again

(accumulating the results of the recursive computations). More
precisely,

Ψ0 Ψ1

w

α0 α1

Φ0 Φ1

w′

α′
0 α′

1

+

Ψ0

wα0

Φ0

w′α′
0

+ Ψ1

wα1

Φ1

w′α′
1

+

=

, (34)

where the dashed nodes represent the respective successor
decision diagrams. Overall, this results in a complexity that
is linear in the size of the larger decision diagram.

Matrix-Vector Multiplication
Matrix-vector multiplication can be handled in a very sim-

ilar fashion as addition. Standard matrix-vector multiplication
can be expressed as

U |Ψ⟩ =
(
U00 U01

U10 U11

)(
Ψ0

Ψ1

)
= w

(
u00 u01

u10 u11

)
w′

(
α0

α1

)
= ww′

(
u00 · α0 + u10 · α1

u01 · α0 + u11 · α1

)
.

(35)

This implies that a multiplication boils down to four smaller
multiplications and two additions. In the decision diagram
formalism, this has the form

U00 U01 U10 U11

w

u00

u01 u10

u11

Ψ0 Ψ1

w′

α0 α1

•

U00

u00

Ψ0

α0

U10

u10

Ψ1

α1

+• • U01

u01

Ψ0

α0

U11

u11

Ψ1

α1

+• •

ww′
=

,
(36)

where the dashed nodes again represent the respective succes-
sor decision diagrams. Overall, this results in a complexity that
scales with the product of the size of both decision diagrams.

Inner Product
Computing the inner product of two vectors can be recur-

sively broken down according to

⟨Ψ|Φ⟩ =
(
Ψ∗

0 Ψ∗
1

)(Φ0

Φ1

)
= w∗ (α∗

0 α∗
1

)
w

(
α′
0

α′
1

)
= w∗w(α∗

0α
′
0 + α∗

1α
′
0)

(37)



This implies that the inner product boils down to two smaller
inner product computations and adding the results. As with
the matrix-vector multiplication, this is done recursively for
each level of the decision diagram. In the decision diagram
formalism, this has the following form

Ψ0 Ψ1

w

α0 α1

Φ0 Φ1

w′

α′
0 α′

1

|⟨ ⟩

Ψ0

α0

Φ0

α′
0|⟨ ⟩

(
Ψ1

α1

Φ1

α′
1|⟨ ⟩
)=

+w∗w′

, (38)

Overall, this results in a complexity that, just as addition,
scales linearly with the size of the larger decision diagram.

Expectation Value
Computing the expectation value of some observable O

for a given state |Ψ⟩ can be reduced to a matrix-vector
multiplication and an inner product computation as follows:

⟨Ψ|O|Ψ⟩ = ⟨Ψ|
(
O |Ψ⟩

)
= ⟨Ψ|Ψ̃⟩ (39)

This directly translates to decision diagrams via Eq. (36)
and Eq. (38). The resulting computation has an overall com-
plexity that scales with the product of the size of both decision
diagrams.

V. EXPERIMENTAL EVALUATIONS

Using the concepts presented above, we implemented the
first Hamiltonian simulation approach based on decision dia-
grams. To this end, we used the open-source DDSIM available
at https://github.com/cda-tum/mqt-ddsim (which is part of the
Munich Quantum Toolkit, MQT) and extended it to support all
necessary gates (such as the various two-qubit rotation gates)
and operations (such as the expectation value). Afterwards,
we conducted several series of evaluations and comparisons to
get insights about the performance of the resulting DD-based
Hamiltonian simulation. More precisely, we first analyzed dif-
ferent scaling characteristics of decision diagrams themselves
followed by comparing their performance to other state-of-the-
art techniques and considering selected best case scenarios. In
this section, we summarize the obtained results and findings.

A. Application of DDs to Hamiltonian Simulation Circuits
In a first series of evaluations, we first analyzed the behavior

of DDs in simulating various combinations of rotation angles
in the Hamiltonian simulation circuits for the Ising and Heisen-
berg models described in Section II-A. The results are shown
in Fig. 1. More precisely, we generated heatmaps, which we
call redundancy landscapes, that show the number of nodes
in the DD after applying each circuit. This was performed for
n = 1 and n = 2 Trotter steps on a system size L = 12
initialized in the |0 . . . 0⟩ state. The x- and y-axis correspond
to the angle of the single- and two-site rotations, respectively.
The node count scaling is normalized across both graphs—
from maximal compaction (dark blue; linear regime) to almost
no compaction (yellow; exponential regime).
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Fig. 1. Redundancy landscapes for the Ising and Heisenberg model with
L = 12 for n = 1 and n = 2 Trotter step applications of the selected angles.

These landscapes provide an abstract understanding of how
each configuration of angles affects the size of the decision
diagram. By using generalized angles based on the parameters
of the Ising and Heisenberg Hamiltonians, these landscapes
can also help identify the model parameters and timestep sizes
that lead to compact decision diagrams.

From the results, it can be seen that the Ising model
stays compact for one Trotter step, regardless of the angle
combinations—achieving almost maximal compaction. For
two Trotter steps, the landscape begins to saturate such that
there is almost no compaction for large angles. However, for
small angles, the size remains moderate even for multiple
Trotter steps.

For the Heisenberg model, a single Trotter step causes
larger, but still not maximally large, decision diagrams com-
pared to the Ising model. However, multiple Trotter steps
causes the node count of the decision diagram to quickly grow
with respect to the magnitude of the angles.

This suggests that DDs are likely to remain compact for
Ising models and their derivatives, but require more work for
simulating the Heisenberg model.

B. Node Count based on System Size and Trotter Number

In a second series of evaluations, we evaluated the node
count in the DD as various number of Trotter steps are applied
to several system sizes. The results according to the Ising
and Heisenberg models are depicted in Fig. 2. In this figure,
multiple Trotter steps are applied to systems ranging from
size L = 2 to L = 10. The circuits’ angles are fixed and
were selected based on the redundancy landscapes seen in the
previous section. The Ising model shown has a normalized
interaction parameter of J = 1 and weak transverse field of
g = 0.001. The Heisenberg model has interaction parameters
of Jx = Jy = Jz = 1 and a field of h = 1. The timestep size
in both cases is δt = 0.1.

Several insights can be drawn from the plotted results. The
initial slope for the first few Trotter steps has the greatest
impact on scaling, with a maximum node count of 2L−1 in
both models.
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The Ising model exhibits an oscillation in node count,
corresponding to times when the state is more redundant than
others. This oscillation becomes larger as the system size
grows, indicating that larger systems have more redundancies
and more opportunities for significant compression. The lower
and upper bounds of this oscillation converge as the number
of Trotter steps increases.

In contrast, the Heisenberg model converges to its maximum
node count after only two Trotter steps—aligning with the
growth shown in the redundancy landscapes. At this timescale,
the selected Heisenberg model parameters do not exhibit many
redundancies in its DD representation.

These results suggest, again, that the Ising model can
benefit from significant compression over long timescales—
particularly for large systems. The oscillation in its node count
also supports the need to engineer redundancy to maximize the
benefits of the DDs. On the other hand, the Heisenberg model
does not exhibit much redundancy.

C. Comparison with Related Work

In a third series of evaluations, we compare the runtime scal-
ing of the proposed DD-based Hamiltonian simulation against
other simulation methods. More specifically, we compare
against the time needed for an exact calculation with sparse
methods implemented in SciPy [35], the Qiskit statevector
simulator [8], and tenpy TEBD implementation [49]. These
results are shown in Fig. 3. Each plot shows the time for each
method to perform the time evolution and calculation of the
expectation value of a local observable ⟨σz⟩ at the center of
the system. These results are averaged over 10 runs. This is
done with the Ising model with paramters J = 1, g = 0.001,
and timestep size δt = 0.1, but similar results are seen for
other combinations such that this can be seen as a general
guideline.

The results show that, for a single Trotter step, decision
diagrams outperform both the Qiskit statevector simulator and
tenpy TEBD, regardless of the system size. As the number
of Trotter steps increases, however, the advantage of decision
diagrams diminishes for larger systems. We notice that the

runtime begins to converge with that of the sparse method.
These findings suggest that decision diagrams are most advan-
tageous for problems that can be solved in a single Trotter step.
For multiple Trotter steps, they still provide a computational
advantage for small systems, but the runtime converges, in
the worst case, to the time required for a sparse method to
compute the exact result.

These results show that DDs can indeed serve as a comple-
mentary alternative to current Hamiltonian simulation meth-
ods. As these results are based on the current state-of-the-art
implementation of decision diagrams, it is expected that future
work will lead to improved scaling for many Trotter steps and
different models.

D. Selected Examples
In a final series of evaluations, we considered what we

observed to be current best case scenarios for the considered
DD-based Hamiltonian simulation, i.e., a 5-site Ising model
and a 1000-site nearest-neighbor (Edwards-Anderson) spin
glass chain without a field. These cases correspond to the
results seen in Section V-C, i.e., small systems regardless of
the number of Trotter steps and problems that can be solved
in a single Trotter step, respectively.

The results of the 5-site Ising model can be seen in Fig. 4a.
We show the time evolution of the two-site correlation function
between the two ends of a 5-site chain ⟨σ[0]

x σ
[4]
x ⟩, evolving

under an Ising model with parameters J = 1, g = 0.001.
This plot contains 100 sampled points, each Trotterized with
a timestep δt = 0.1, i.e., Jt = 0.1 requires 1 Trotter step and
Jt = 10 requires 100 Trotter steps. The runtime plot clearly
shows that DDs outperform the methods typically used for a
system of this size by an order of magnitude.

Fig. 4b shows the results of the spin glass model. This model
has Ising interactions along one direction without a field.
This is equivalent to the generalized Ising model presented in
Eq. (8) such that the parameters J are chosen randomly from
a Gaussian distribution with mean 0 and standard deviation 1.
This means the terms of the Hamiltonian commute which
eliminates the Trotter error in Eq. (4). The time evolution of
a local observable ⟨σ[499]

z ⟩ at the center of the chain is plotted
with 100 sampled points for timestep δt = 0.1. Each point is
calculated with a single Trotter step.

For systems of this size, tensor networks are currently the
state-of-the-art method, as sparse methods and statevector sim-
ulators grow too large to be used efficiently. In this example,
we also see that DDs outperform tensor networks by an order
of magnitude.

These results indicate that the current implementation of
DDs offers a significant computational advantage over other
methods for small systems as well as for problems that can
be solved in one Trotter step.

VI. CONCLUSION

In this work, we proposed Decision Diagrams (DDs) as a
promising new data structure for Hamiltonian simulation. The
obtained results show that DDs can efficiently handle highly
redundant models, such as Ising-type models, surpassing stat-
evector simulators and tensor networks in memory and runtime
requirements. For problems solvable in a single Trotter step,
DDs can efficiently scale to large systems, while for multiple
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Trotter steps, DDs show an advantage over other methods
for small systems. As the number of Trotter steps increases,
DDs eventually converge to the runtime requirements of sparse
methods. However, our analysis of more complex models,
such as the Heisenberg model, suggests that these models do
not show as promising results, likely due to the lower level

of redundancy. Further research is needed to explore DDs’
potential for more complex models.

Still, these initial results already suggest that DDs could
hold promise for problems that can be formulated as Ising
models, such as QUBOs and graph problems. Additionally,
preliminary application of DDs to long-range and higher-
dimensional models have shown promise, although they ex-
hibit redundancies that are not captured in the current decision
diagram formalism. Therefore, future research could explore
these higher-dimensional models and find ways to engineer
redundancy in problem formulations in order to guarantee
compact DDs.

We also acknowledge that the limitations of DDs are
fundamentally different from those of current state-of-the-art
methods, requiring a shift in perspective to fully utilize their
benefits. Using DDs for Hamiltonian simulation opens up the
possibility of implementing techniques from the field of graph
theory, potentially allowing for sophisticated approximation
techniques that could improve the scaling. The creation of ap-
proximation methods and finding ways to engineer redundancy
in problem formulations are a promising next step for DDs and
are left to future research.

In conclusion, this work demonstrates that DDs offer a
promising new data structure for Hamiltonian simulation,
especially for problems formulated with redundancies in mind.
Future research can focus on refining the implementation of
DDs and exploring their application to more complex models
and problems. We anticipate that DDs will continue to play
an important role in the development of efficient and accurate
simulation methods.
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