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Abstract—The Silicon Dangling Bond (SiDB) logic platform, an emerging computational beyond-CMOS nanotechnology, is a promising competitor due to its ability to achieve integration density and clock speed values that are several orders of magnitude higher compared to current CMOS fabrication nodes. However, the exact physical simulation of SiDB layouts, which is an essential component of any design validation workflow, is computationally expensive. In this paper, we propose a novel algorithm called QuickExact, which aims to be both, efficient and exact. To this end, we are introducing three techniques, namely 1) Physically-informed Search Space Pruning, 2) Partial Solution Caching, and 3) Effective State Enumeration. Extensive experimental evaluations confirm that, compared to the state-of-the-art QuickSim [28] and SimAnneal [18], our algorithm is both, efficient and, thus, is not even applicable to medium-sized SiDB layouts like standard gates. This urgently calls for a more sophisticated and efficient exact simulation approach for SiDBs, which is indispensable for many specialized tasks, i.e., defect and temperature robustness analyses [30], [31].

To this end, we propose a novel exact simulation algorithm denoted QuickExact, which is designed with a special focus on runtime efficiency. Our approach utilizes three main techniques, namely 1) Physically-informed Search Space Pruning, 2) Partial Solution Caching, and 3) Effective State Enumeration. Extensive experimental evaluations, that are covering the simulation of established gate libraries as well as random instances, confirm that the resulting approach leads to a paramount runtime advantage of more than a factor of 5000 on randomly generated layouts and more than a factor of 2000 on an established gate library.

I. INTRODUCTION & MOTIVATION

As the limits of Moore’s Law are approached and processing technologies reach the top of the S-curve, there is a growing interest in the Silicon Dangling Bond (SiDB) logic platform, an emerging computational beyond-CMOS nanotechnology [1]–[7]. One of the key features of SiDB logic are its sub-nanometer elementary devices, which can significantly improve integration density by several orders of magnitude compared to current CMOS fabrication nodes [3], [4], [6]–[11]. With contemporary transistor-based technology requiring vast amounts of energy and being limited to low GHz speeds, SiDB technology reduces energy consumption for similar processes by over 99% while enabling an increase in processing speeds of several orders of magnitude [12]. This makes SiDB logic promising for achieving ultra-low energy dissipation and establishes it as a much-anticipated green competitor in the beyond-CMOS domain [3], [8], [11], [13]–[15].

In addition, SiDB logic has been proposed as a candidate for the integration of quantum computers with conventional CMOS circuitry [7], [16].

The growing interest in the SiDB logic platform has led to proposals from the scientific community for gate and circuit libraries [17]–[20] and design automation solutions [17], [18], [21]–[25]. Furthermore, the technology is gaining commercial momentum, as evidenced by the recently formed research enterprise Quantum Silicon Inc., which aims to be one of the first industry adopters of SiDBs and has secured multi-million dollar investments [26], [27]. These developments are also putting pressure on design and simulation tools to keep pace, especially with the rapid advances in SiDB fabrication capabilities [3]–[6]. In particular, physical simulation is an essential component of any design validation workflow, providing the basis for verifying the behavior of circuit layouts before fabrication.

However, physical simulation of SiDBs is challenging: To accurately predict the behavior of a system of n SiDBs, it is necessary to solve a high-dimensional optimization problem that takes into account all relevant physical effects. This involves enumerating up to 3ⁿ charge configurations and checking their physical validity. Due to this exponential runtime complexity, such an algorithm is limited to small instances.

In the literature, two approximate algorithms for solving this problem in polynomial time were proposed, namely QuickSim [28] and SimAnneal [18]. In contrast, only one exact algorithm that determines all physical valid charge configurations has been presented: ExhaustiveGS (ExGS) [29]. It performs an exhaustive search of the entire (exponential) search space. Therefore, ExGS is severely limited in its runtime efficiency and, thus, is not even applicable to medium-sized SiDB layouts like standard gates. This urgently calls for a more sophisticated and efficient exact simulation approach for SiDBs, which is indispensable for many specialized tasks, i.e., defect and temperature robustness analyses [30], [31].

To this end, we propose a novel exact simulation algorithm denoted QuickExact, which is designed with a special focus on runtime efficiency. Our approach utilizes three main techniques, namely 1) Physically-informed Search Space Pruning, 2) Partial Solution Caching, and 3) Effective State Enumeration. Extensive experimental evaluations, that are covering the simulation of established gate libraries as well as random instances, confirm that the resulting approach leads to a paramount runtime advantage of more than a factor of 5000 on randomly generated layouts and more than a factor of 2000 on an established gate library compared to the state-of-the-art algorithm ExGS. An implementation of QuickExact is publicly available as part of the Munich Nanotech Toolkit (MNT).

To establish this paper as a self-contained work, Section II provides an overview of the basic concepts of SiDB systems and their physical simulation. Afterwards, related work from the literature is discussed in Section III. Section IV constitutes the main contribution of this work as it provides a detailed introduction to the proposed algorithm QuickExact. Section V presents exhaustive experimental evaluations demonstrating the advantages of QuickExact over state-of-the-art techniques. Finally, Section VI concludes the paper.
The charge state of an SiDB depends on the charge-transition energy levels, which are shown in Fig. 1a for three interacting SiDBs. As highlighted before in Fig. 1a, the charge configuration with the lowest energy. Therefore, in order to determine said state, Eq. (2) has to be minimized. However, a solution (i.e., a valid charge distribution) has to meet the physical constraint of population stability and configurability. Both must be obeyed to guarantee simulation result validity.

a) Population Stability: As highlighted before in Fig. 1a, the charge state of each SiDB must be consistent with the energy charge-transition levels (0/-) and (+/+). Vice versa, if only (+/+0) is below $E_F$, the SiDB is negatively charged. The location of the energy transition levels with respect to the Fermi energy $E_F$ defines the charge state of the SiDB. If (0/-) is below $E_F$, the SiDB is negatively charged. In n-doped systems, $E_F$ is close to the CB and thus, SiDBs are negatively charged when not disturbed. However, if several SiDBs are placed close together as illustrated in Fig. 1a, the single charge transition levels can be shifted with respect to $E_F$ by electrostatic potential interaction among SiDBs. As illustrated, the two outermost SiDBs generate a local electrostatic potential at the second SiDB of $V_{local,2} > 0.4$ eV, which shifts (0/-) above the Fermi energy, which then leads to a neutrally charged second SiDB. This yields a Binary-Dot Logic (BDL) pair with a discrete charge state realizing the binary state 1 in this case, as illustrated by the green rectangle. This specific property is exploited to utilize SiDBs for the fabrication of logic devices [8].

A sequence of BDL pairs, depicted in Fig. 1b, can operate as a binary wire that transmits information solely through the coupling of electric fields. This principle can also be employed to create an OR-gate. In fact, both a BDL wire consisting of eight SiDBs and an OR-gate (with a total size smaller than 30 nm²) have already been realized experimentally by Huff et al. [8].

B. Physical Simulation

In order to validate the designs of SiDB assemblies and facilitate the advancement of this technology, the utilization of physical simulation is deemed imperative. The objective of such simulation is to accurately simulate the charge distribution of a given arrangement of SiDBs. To this end, electrostatic potential simulation is conducted. The electrostatic potential $V_{i,j}$ at position $i$ generated by an SiDB in the state $n_j \in \{-1, 0, 1\}$ at position $j$ is given by [8], [33]

$$V_{i,j} = -\frac{q_e}{4\pi\epsilon_0\epsilon_r} \cdot \frac{e^{-d_{i,j}}}{d_{i,j}} \cdot n_j,$$

where $\lambda_{\text{if}}$ defines the Thomas-Fermi screening length and $\epsilon_r$ the dielectric constant, which were experimentally extracted to be 5 nm and 5.6, respectively [8]. Moreover, $\epsilon_0$, $q_e$, and $d_{i,j}$ are the vacuum permittivity, the electron charge ($q_e = -e$; $e$: elementary charge), and the Euclidean distance between position $i$ and $j$, respectively. The layout’s total electrostatic potential energy $E$ is thus given as

$$E = -\sum_{i \neq j} V_{i,j} \cdot n_i \cdot q_e.$$ 

The expected state of an SiDB layout is determined by the charge configuration with the lowest energy. Therefore, in order to determine said state, Eq. (2) has to be minimized. However, a solution (i.e., a valid charge distribution) has to meet the physical constraint of metastability, which can be described by the combination of two criteria, namely population stability and configuration stability. Both must be obeyed to guarantee simulation result validity.

II. PRELIMINARIES

In this section, preliminaries are established that are necessary for the comprehension of the remainder of this work. First, an overview of the SiDB logic platform is given in Section II-A, followed by a comprehensive presentation of the physical simulation of SiDBs in Section II-B.

A. The SiDB Logic Platform

Silicon Dangling Bonds (SiDBs) are created on a Hydrogen-passivated Silicon surface (H-Si(100)-2x1) by utilizing a Scanning Tunneling Microscope (STM) with an atomically sharp tip [4]–[6], [32]–[34]. Applying a voltage through the STM disrupts the covalent bond between a silicon and a hydrogen atom, causing the hydrogen to be removed from the sample and desorbed to the tip, leaving behind a dangling bond. The tip is then moved to a new silicon dimer and the process is repeated to create another SiDB. Each SiDB acts as a chemically identical quantum dot that can trap a maximum of three electrons in its $sp^3$-orbital [35]. Therefore, each SiDB is confined to one of three different states: negatively, neutrally, or positively charged.

The charge state of an SiDB depends on the charge-transition energy levels, which are shown in Fig. 1a for three SiDBs. When an SiDB is undisturbed (i.e., no other SiDBs or external electrostatic potentials are present), the charge transition levels (0/-) and (0/+)(dashed lines) lie roughly 0.3 eV and 0.8 eV below the conduction band (CB) [10], [36]. The location of the energy transition levels with respect to the Fermi energy $E_F$ defines the charge state of the SiDB. If (0/-) is below $E_F$, the SiDB is negatively charged. Vice versa, if only (+/+0) is below $E_F$, the SiDB is neutrally charged, and in the last case, the SiDB contains no more electrons and is therefore positively charged. In n-doped systems, $E_F$ is close to the CB and thus, SiDBs are negatively charged when not disturbed. However, if several SiDBs are placed close together as illustrated in Fig. 1a, the single charge transition levels can be shifted with respect to $E_F$ by electrostatic potential interaction among SiDBs. As illustrated,
versa. This relation is formally expressed by the following conditions: SiDB- if \( \mu_- + V_{local,i} \cdot q_e < 0 \), SiDB+ if \( \mu_+ + V_{local,i} \cdot q_e > 0 \), and SiDB0 otherwise.

b) Configuration Stability: If there is no feasible single-electron hop event between arbitrary SiDBs leading to a lowering of the system’s total electrostatic potential energy, the charge state fulfills the configuration stability. In other words, if this constraint is not satisfied, there would exist a state of lower electrostatic potential energy that the system would spontaneously converge to.

Overall, the charge configuration with the lowest electrostatic potential system energy that is also physically valid, i.e., satisfies metastability, is called the system’s ground state. It represents the charge configuration of a given SiDB system at low temperature and, thereby, its physical behavior.

III. RELATED WORK

In this section, the exact SiDB simulator ExhaustiveGS (ExGS) [29] from the literature is discussed. As described above, SiDBs can be present in one of three different charge states. Since their charge state depends on the location of the energy transition level with respect to \( E_F \), which is in turn defined by the charge states of the surrounding SiDBs (cf. Fig. 1a), a high-dimensional interwoven problem has to be solved in order to determine the ground state and all other physically valid charge configurations of the system.

Mastering the complexity of simulation is a critical aspect of any design automation process for SiDB-based logic. However, exact physical simulation of SiDBs is a computationally complex task for which there is only ExGS [29].

ExGS enumerates all possible charge configurations of a given SiDB layout, computes the local electrostatic potential and the system’s electrostatic potential energy with Eq. (2) and Eq. (3) from scratch for each single charge configuration. At the same time, it determines whether each charge configuration is physically valid. This eventually allows obtaining not only the ground state, but all physically valid charge configurations of a given SiDB layout. Since ExGS considers all possible charge configurations (and does not apply search space pruning or similar methods to reduce the resulting computational complexity), already small gate layouts cannot be simulated in a reasonable amount of time. This shortcoming is caused by the inherent exponential complexity of the SiDB simulation task.

Example 1. In order to simulate a layout consisting of 32 SiDBs in 3-state simulation (SiDBs are also allowed to be positively charged), a total of \( 3^{32} \approx 10^{15} \) charge configurations have to be considered and checked for physical validity.

Ultimately, an algorithm that is both efficient and exact (i.e., able to find all physically valid charge distributions) is desired. This algorithm is presented in this paper, with the general idea as well as the details elaborated in the next section.

IV. PROPOSED ALGORITHM: QuickExact

In this section, the proposed SiDB simulation algorithm QuickExact is introduced. First, the general idea is outlined in Section IV-A and the techniques that lead to the performance advantage of more than three orders of magnitude compared to state of the art are elaborated, with their precise impact analyzed in Section IV-B. Finally, the implementation details of QuickExact are presented in Section IV-C.

A. General Idea

To reiterate, ExGS is the state-of-the-art exact physical SiDB simulator. However, it is highly inefficient and is, thus, not applicable to even simulate medium-sized SiDB assemblies like gates. Therefore, there exists a Need for Speed. To simulate efficiently while being exact at the same time, we propose the three techniques: 1) Physically-informed Search Space Pruning, 2) Partial Solution Caching, and 3) Effective State Enumeration. The following segments elaborate on their respective ideas.

1) Physically-informed Search Space Pruning: If the charge state of \( d \) SiDBs (in a physically valid charge distribution) is known prior to simulation, the search space is reduced by a factor of \( 2^d \) or \( 3^d \) for 2-state and 3-state simulation, respectively. In fact, SiDBs that only weakly interact with other ones, have a tendency to be always negatively charged under realistic \( \mu_- \) values. With respect to the population stability discussed in Section II-B, this can be expressed as the following relation: the \( i \)-th SiDB has to be negatively charged for all physically valid charge distributions if the maximal possible local electrostatic potential \( V_{local,max,i} \) at position \( i \) is smaller than \( \mu_- \). This is summarized by the following constraint:

\[
SiDB_{i,-} \iff \mu_- < V_{local,max,i} \cdot q_e
\]  

(4)

According to Eq. (3), \( V_{local,i} \) is maximized if each \( V_{i,j} \) is positive. Due to Eq. (1), this is the case if \( \forall i : n_i = -1 \). Ultimately, in order to detect all SiDBs that have to be negatively charged to fulfill the metastability, all SiDBs are set to negative. Afterwards, the SiDBs that fulfill Eq. (4) are determined. This whole process is sketched by the pseudocode in Alg. 1, where all SiDBs are set to be negatively charged in Line 1. Afterwards, all SiDBs that fulfill Eq. (4) (Line 5) are collected and returned (Line 9).

To reduce the search space further by an additional factor of 2 (or 3 for 3-state simulation), a so-called dependent SiDB is selected. It is an arbitrarily chosen SiDB \( k \) (but not among the \( d \) pre-determined negatively-charged SiDBs) whose charge state is always deduced by the charge states of all other SiDBs in the layout due to the population stability constraint. In other words, when enumerating all electron distributions for the remaining \( n-d \) SiDBs in the layout, we can always stop at iteration \( 2^{n-1-d} \) (or \( 3^{n-1-d} \)), because the final SiDB’s charge state is inherently determined by the charge states of all others. Hence, the charge state of SiDB \( k \) can be described depending on \( n_i, i \neq k \) as follows:

\[
SiDB_{k,-} \iff \mu_- + \sum_{i \neq k} V_{k,i} (n_i) \cdot q_e < 0
\]  

(5)

\[
SiDB_{k,+} \iff \mu_+ + \sum_{i \neq k} V_{k,i} \cdot q_e > 0
\]  

(6)

\[
SiDB_{k,0} \iff \text{otherwise}
\]  

(7)
Thereby, it becomes non-imperative to enumerate the charge state of the \( k \)-th SiDB, which reduces the search space by another factor of 2 in 2-state (or 3 in 3-state) simulation.

Hence, via the introducing of the two Physically-informed Search Space Pruning concepts (detecting negatively charged SiDBs to satisfy population stability and introducing the dependent SiDB) mentioned above, the search space is reduced by a factor of \( 2^{d+1} \) (or \( 3^{d+1} \)) without losing exactness.

2) Partial Solution Caching: As mentioned before, it is runtime-expensive to recompute the local electrostatic potential at each SiDB position every time the charge distribution changes. To reduce the runtime of this calculation step, Partial Solution Caching is introduced. This means that the entire calculation according to Eq. (3) is not carried out every time the charge distribution changes. Instead, the previous local electrostatic potentials are reused and updated while only considering the SiDBs at which the charge state has changed.

This can be conducted as summarized in the pseudocode shown in Alg. 2. The SiDB layout \( L \), the physical parameters \( P \) as well as the original and updated charge distributions, \( D \) and \( D' \), respectively, are used as the algorithm’s input. As a first step, all SiDBs that have undergone a change in their charge state are identified and collected as \( C \) (Line 1). Subsequently, the local electrostatic potentials of the SiDBs that have remained unchanged in their charge state are updated (Line 4). Thus, the number of SiDBs that have changed in their charge state (i.e., the number of elements in \( L \cap C \)) determine the number of iteration steps required to update the local electrostatic potentials.

3) Effective State Enumeration: The previously presented technique, Partial Solution Caching, is the most effective when the number of SiDBs that are changing their charge state between each iteration is small (i.e., \(|L \cap C| \) is small). This third technique focuses on the effective iteration of electron distributions such that the least amount of SiDBs change their charge state in each step.

Electron distributions \( D \) can be interpreted as \( b \)-ary digit strings of length \( n \), where \( b \in \{2,3\} \) is the base, i.e., the number of SiDB states.\(^1\) To this end, value \( v \) at position \( D[i] \) indicates that SiDB \( i \) is assigned charge state \( v \). It follows that if the Hamming distance of \( D \) to \( D' \) (from one iteration step to the next) is minimal, the number of SiDBs that have changed their state is also minimized. It is further known that the average Hamming distance between increments of binary strings converges to 2, i.e., when simply iterating through electron distributions in binary order, 2 SiDBs change their polarity in each step on average. By using Gray code as the enumeration scheme, we can reduce this number to 1, since in Gray code order, only a single digit changes its value from one step to the next. This approach allows for maximally efficient updating of the local electrostatic potential (as described in Alg. 2), since only one charge state in the charge distribution changes at a time (\(|L \cap C| = 1\)), reducing computational cost and improving efficiency by roughly another factor of 2.

B. Resulting Performance Improvements

The introduced optimization techniques elaborated on in the previous section, improve the performance of exact physical simulation by several orders of magnitude. For 2-state simulation, the total theoretical performance gain given as the achieved search space reduction is composed as follows:

\[
\frac{2^{d+1}}{2} \cdot \frac{n}{|L \cap C|} \cdot 2^{2^{d+1} \cdot n} \approx 2^{d+1} \cdot n
\]

since \(|L \cap C| \approx 2\).

Example 2. Consider an exact 2-state simulation of a layout consisting of 30 SiDBs (\( n = 30 \)), where five SiDBs (\( d = 5 \)) are detected to be negatively charged in a physically valid charge configuration. While the state-of-the-art simulator \( ExGS \) would require \( 2^{30} \) simulation steps, using the techniques introduced above allows to conduct the simulations approximately \( 2^{5+1} \cdot 30 \approx 2000 \) times faster.

C. Implementation Details

The techniques proposed above can be implemented on top of any combinatorial exact physical simulator for SiDBs. In this work, we took \( ExGS \) as a basis and realized the proposed concepts on top of it. This led to the efficient physical simulator \( QuickExact \). How \( QuickExact \) works as a whole is sketched in Alg. 3. The algorithm starts with an SiDB layout comprised of \( n \) SiDBs and the physical parameters \( P \) as input. First, all SiDBs that must be negatively charged in a physically valid charge distribution are detected with Alg. 1 as explained before (Line 2). All remaining SiDBs (i.e., SiDBs that can also be neutrally charged) are collected as \( L_S \) in Line 3. Then, the first SiDB of \( L_S \) is arbitrarily chosen as the dependent SiDB \( d_b \). Subsequently, all possible charge distributions of the SiDBs in \( L_S \setminus \{d_b\} \) are enumerated in Gray code order.

\(^1\)For the sake of simplicity, we assume \( b = 2 \) in the following. However, the proposed technique works for arbitrary values of \( b \).
To reiterate, this is an efficient way to cover all possible charge distributions by changing the charge state of only one SiDB in each iteration. The local electrostatic potential of the current charge distribution cache is updated with Alg. 2 (Line 8) to check if the physical validity is fulfilled (Line 9). If the charge distribution under consideration is physically valid, it is stored together with its corresponding electrostatic potential energy (Line 11).

Ultimately, all physically valid charge distributions with their corresponding electrostatic potential energy are returned (Line 15).

V. EXPERIMENTAL EVALUATIONS

To demonstrate the applicability and improved runtime of the resulting tool QuickExact in comparison to the state of the art, an exhaustive experimental evaluation is conducted, whose results are presented in this section. To this end, first the experimental setup is described in Section V-A. Afterwards, the respectively obtained experimental results are presented in Section V-B considering two different classes of SiDB layouts, namely 1) randomly-generated, and 2) established ones from the literature. Finally, the obtained results are discussed in Section V-C.

A. EXPERIMENTAL SETUP

QuickExact has been implemented as summarized in Section IV-C. We compare the performance of QuickExact with ExGS. All code has been implemented in C++17 on top of the fiction framework [37], which is part of the Munich Nanotech Toolkit (MNT). All code was compiled with AppleClang 14.0.0, and the experiments were carried out on a macOS 13.0 machine with an Apple Silicon M1 Pro SoC with 32 GB of integrated main memory.

B. CONSIDERED LAYOUTS AND OBTAINED RESULTS

To validate the efficiency and accuracy of physical simulation, it is important to use a wide variety of SiDB layouts. To this end, in the first series of evaluations, 280 randomly-generated layouts with different numbers of SiDBs per layout (ranging from 20 to 33 SiDBs per layout) are used. In a second series of evaluations, all 12 gate layouts from the Bestagon gate library [17] are simulated. The Bestagon gate library is a universal collection of hexagonal SiDB standard tiles for circuit layout design that have been created using Reinforcement Learning with a focus on realistic design constraints imposed by fabrication capabilities.

All obtained results are summarized in Table I and Table II for the randomly-generated layouts and the established Bestagon library, respectively. In Table I, the first two columns provide the number of SiDBs and the number of simulated layouts (instance count), respectively. Subsequently, the simulation runtimes of ExGS and QuickExact are stated. Table II has the same structure; however, the name of the investigated...
gate is added as first column. Since each 2-input gate can be simulated in up to four configurations, with input perturbers specifying one of the possible $2^2$ input combinations, the instance count is generally 4. However, the fan-out tile (FO2) is a 1-input/2-output gate and thus only provides instance count 1 for 2 instances. WIRE and INV, despite being 1-input tiles, have instance count 4 because two different types — straight and diagonal — exist for each.

C. Discussion

The simulation of the randomly-generated layouts and the established Bestagon library reveals a massive performance advantage of QuickExact compared to ExGS. For randomly-generated layouts, ExGS yields a timeout (one hour) for 120 layouts (40 of them need even more than 24 hours), while QuickExact determines valid solutions to all instances within seconds, resulting in a total runtime advantage of a factor of 5000 compared to the state of the art, ExGS.

These results are again confirmed by the simulation of the Bestagon gate library. While ExGS takes about 2000 s to simulate all gates in all configurations, QuickExact takes less than 1 s, again a reduction in runtime of more than a factor of 2000.

This runtime advantage in all cases demonstrates the clear benefit that the techniques proposed in this work have on exact physical simulation of SiDBs. We have hereby enabled the obtainment of exact simulation results for large layouts that were previously impossible to process.

VI. CONCLUSIONS

In this work, a novel approach, QuickExact, for exact physical simulation of SiDB layouts was presented with a special focus on runtime improvement. To this end, three techniques were proposed: 1) Physically-informed Search Space Pruning, 2) Partial Solution Caching, and 3) Effective State Enumeration. In an extensive experimental evaluation, these techniques lead to runtime improvements of up to a factor of 5000 compared to the state of the art, ExGS, as shown on two different sets of SiDB layouts: 1) randomly-generated ones, and 2) established standard gate tiles from the literature. In case of random layouts, ExGS did not yield any results within one hour for 120 of the considered 280 layouts (40 of them need even more than 24 hours), while QuickExact required 75.67 s at maximum. In case of the standard gate tiles, ExGS needed a total of around 2000 s while QuickExact stayed below 1 s, emphasizing its immense performance advantage. To support open research and open data, an implementation of QuickExact is publicly available as part of the Munich Nanotech Toolkit (MNT).
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